Localization in Fourier space and Navier-Stokes system

Jean-Yves Chemin
Laboratoire J.-L. Lions, Case 187
Université Pierre et Marie Curie, 75 230 Paris Cedex 05, France
chemin@ann.jussieu.fr

June 27, 2005
Introduction

Presentation of the text

This text consists in notes on a series of lectures given in March 2004 in the De Giorgi center during a semester about "Phase Space Analysis of Partial Differential Equations". The goal of those lectures was to study the incompressible Navier-Stokes system in $\mathbb{R}^d$ with $d = 2$ or $d = 3$ and to show what could be the impact of techniques of localization in frequency space in the study of this system.

The first chapter is devoted to the basic study of this system. Using essentially Sobolev embedding, we prove global wellposedness in $\mathbb{R}^2$ in the energy space and local wellposedness in $L^4_{\text{loc}}(H^1)$ with initial data in $H^{\frac{3}{2}}$ in $\mathbb{R}^3$ and also local wellposedness in $L^3(\mathbb{R}^3)$. Each time, local wellposedness becomes global for small data. The crucial role of the scaling is pointed out. Then we shall study the influence of the special structure of the Navier-Stokes equations: in particular in dimension two, it is globally wellposed and in dimension three, global solutions are globally stable. At the end of this chapter, we develop an elementary $L^p$ approach. We proved in particular global wellposedness results for small initial data in $L^3(\mathbb{R}^3)$.

In the second chapter, we introduced Littlewood-Paley theory, which is the theory that describes the regularity of tempered distributions in terms of decay in Fourier spaces. We expose the basis of Bony’s paradifferential calculus, in particular precized product law. We also translate some smallness condition given in the first chapter in terms of Besov spaces.

In the third chapter, we interpret some results of the second chapter in terms of Littlewood-Paley theory. As an illustration, we study the problem of the existence and uniqueness of trajectories for scaling invariant solutions of Navier-Stokes equations. This is an opportunity to revisit Cauchy-Lipschitz theorem.

In the last chapter, we present an anisotropic model of the incompressible Navier-Stokes system coming from the study of geophysical fluids; in this three dimensionnal model, the three dimensionnal laplacian becomes a bidimensionnal laplacian. The purpose of this chapter is to prove wellposedness result for this sytem in scaling invariant spaces. The main point of this chapter is that the structure of the non linear part of the incompressible Navier-Stokes system is used in a crucial way.
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Chapter 1

Incompressible Navier-Stokes system with elementary methods

1.1 Introduction

Let us recall what is incompressible Navier-Stokes system.

\[
\begin{aligned}
\partial_t v + v \cdot \nabla v - \nu \Delta v &= -\nabla p \\
\text{div} v &= 0 \\
v|_{t=0} &= v_0,
\end{aligned}
\]

where \( v(t, x) \) is a time dependant vector field on \( \mathbb{R}^d \), and

\[
\text{div} v = \sum_{j=1}^{d} \partial_j v^j, \quad v \cdot \nabla = \sum_{j=1}^{d} v^j \partial_j \quad \text{and} \quad \Delta = \sum_{j=1}^{d} \partial_j^2.
\]

We restrict ourselves to the whole space \( \mathbb{R}^d \). In terms of fluid mechanics, it means that we neglect boundary effects. Moreover, we shall only consider the two physical dimensions \( d = 2 \) and \( d = 3 \). For a much more detailed introduction to incompressible Navier-Stokes system, the reader can consult [4], [17] and [54]. For a complete and up to date bibliography, see [4].

In this introduction, we shall point out some very basic facts about this system. The first one is the weak form of the Navier-Stokes system. Using Leibnitz’s formula, it is clear that, when the vector field \( v \) is smooth enough, we have that

\[
v \cdot \nabla = \text{div}(v \otimes v) \quad \text{where} \quad \text{div}(v \otimes v)^j = \sum_{k=1}^{d} \partial_k (v^j v^k) = \text{div}(v^j v).
\]

So the Navier-Stokes system may be written as

\[
\begin{aligned}
\partial_t v + \text{div}(v \otimes v) - \nu \Delta v &= -\nabla p \\
\text{div} v &= 0 \\
v|_{t=0} &= v_0.
\end{aligned}
\]

The advantage of this formulation is that it makes sense for more singular vector field than the previous one and this will be useful quite frequently.

The second one is the energy estimate. All the following computations are formal ones that will become rigourous in the different chapters of this text. So, taking the scalar product
of the system in $L^2$ with the solution vector field $v$ gives

$$ \frac{1}{2} \frac{d}{dt} \|v\|_{L^2}^2 + (v \cdot \nabla v)_{L^2} - \nu (\Delta v)_{L^2} = -(\nabla p)_{L^2}. $$

Using formal integrations by part, we may write that

$$ (v \cdot \nabla v)_{L^2} = \sum_{1 \leq j \leq d} \int_{\mathbb{R}^d} v^j \partial_j v^k v^k dx $$

$$ = \frac{1}{2} \sum_{1 \leq j \leq d} \int_{\mathbb{R}^d} v^j \partial_j (|v|^2) dx $$

$$ = -\frac{1}{2} \sum_{1 \leq j \leq d} \int_{\mathbb{R}^d} (\text{div } v) |v|^2 dx $$

$$ = 0. $$

Moreover, we obviously have that $-\nu (\Delta v)_{L^2} = \nu \|\nabla u\|_{L^2}^2$. Again by (formal) integration by part, we have that

$$ -(\nabla p \cdot v)_{L^2} = -\sum_{j=1}^{d} \int_{\mathbb{R}^2} v^j \partial_j p dx $$

$$ = \int_{\mathbb{R}^2} p \text{ div } v dx $$

$$ = 0. $$

So, it turns out that, still formally,

$$ \frac{1}{2} \frac{d}{dt} \|v(t)\|_{L^2}^2 + \nu \|\nabla v(t)\|_{L^2}^2 = 0, $$

and by integration that

$$ \|v(t)\|_{L^2}^2 + 2\nu \int_0^t \|\nabla v(t')\|_{L^2}^2 dt' = \|v_0\|_{L^2}^2. \quad (1.1) $$

This basic a priori estimate allowed J. Leray to prove in 1934 the following theorem.

**Theorem 1.1.1** Let $u_0$ be a divergence free vector field in $L^2(\mathbb{R}^d)$. Then a solution $u$ of $(NS_\nu)$ exists in the energy space

$$ L^\infty(\mathbb{R}^+; L^2) \cap L^2(\mathbb{R}^+; \dot{H}^1) $$

such that the energy inequality holds, namely

$$ \|u(t)\|_{L^2}^2 + 2\nu \int_0^t \|\nabla u(t')\|_{L^2}^2 dt' \leq \|u_0\|_{L^2}^2. $$

In this theorem, the concept of solution must be understood, as in all that follows, in the following sense. We shall say that $u$ in a solution of $(NS_\nu)$ on $[0, T) \times \mathbb{R}^d$ if $u$ belongs to $L^2$ locally in $[0, T) \times \mathbb{R}^d$ and if for any function $\Psi$ in $C^2(\mathbb{R}^+; S(\mathbb{R}^d)^d)$ and divergence free,

$$ \int_{\Omega} u(t, x) \cdot \Psi(t, x) \, dx + \int_0^t \int_{\Omega} (\nabla u \cdot \nabla \Psi - u \otimes u : \nabla \Psi - u \cdot \partial_t \Psi)(t', x) \, dx dt' $$

$$ = \int_{\Omega} u_0(x) \cdot \Psi(0, x) \, dx + \int_0^t \langle f(t'), \Psi(t') \rangle dt'. $$

Moreover, J. Leray proved in 1934 the following theorem.
Theorem 1.1.2 If \( d = 2 \), solutions given by the above theorem are unique, continuous with value in \( L^2(\mathbb{R}^2) \) and satisfies the energy equality

\[
\|u(t)\|_{L^2}^2 + 2\nu \int_0^t \|\nabla u(t')\|_{L^2}^2 dt' = \|u_0\|_{L^2}^2.
\]

We shall not prove Theorem 1.1.1. For a proof of it, we refer to the magnificent original paper by J. Leray (see [41]). For a modern proof, see for instance [14] or [17].

As we are working in the whole space \( \mathbb{R}^d \), we can compute the pressure. Applying the divergence operator to the system \((NS_\nu)\), we get

\[
\partial_t \text{ div } v + \sum_{1 \leq j,k \leq d} \partial_j \partial_k (v^j v^k) - \nu \Delta \text{ div } v = -\Delta p.
\]

The stationary condition \( \text{ div } v = 0 \) implies that

\[
-\Delta p = \sum_{1 \leq j,k \leq d} \partial_j \partial_k (v^j v^k).
\]

So formally, we have that

\[
p = -\sum_{1 \leq j,k \leq d} \Delta^{-1} \partial_j \partial_k (v^j v^k) \quad \text{with}\quad \Delta^{-1} \partial_j \partial_k a \overset{\text{def}}{=} \mathcal{F}^{-1}(|\xi|^{-2} \xi_j \xi_k \hat{a}). \tag{1.2}
\]

In all this chapter, we shall denote by \( Q \) any bilinear map of the form

\[
Q^j(u, v) \overset{\text{def}}{=} \sum_{k, \ell, m} q_{k,\ell}^{j,m} \partial_m (u^k v^\ell),
\]

where \( q_{k,\ell}^{j,m} \) are Fourier multipliers of the form

\[
q_{k,\ell}^{j,m} a \overset{\text{def}}{=} \sum_{n, p} \alpha_{k,\ell}^{j,m,n,p} \mathcal{F}^{-1}(\xi_n \xi_p \hat{a}(\xi)) \quad \text{with} \quad \alpha_{k,\ell}^{j,m,n,p} \in \mathbb{R}.
\]

We shall denote by \( Q_{NS} \) the particular one related to Navier-Stokes equation, namely

\[
Q_{NS}^j(u, v) \overset{\text{def}}{=} \text{ div}(v^j u) - \sum_{1 \leq k, \ell \leq d} \partial_j \Delta^{-1} \partial_k \partial_\ell (u^k v^\ell).
\]

Now the incompressible Navier-Stokes system appears as a particular case of

\[
(GNS_\nu) \begin{cases} \partial_t v - \nu \Delta v + Q(v, v) = 0 \\ v|_{t=0} = v_0. \end{cases}
\]

with the quadratic operator \( Q \) define above. Let us define \( B(u, v) \) (resp. \( B_{NS}(u, v) \)) by

\[
\begin{cases} \partial_t B(u, v) - \nu \Delta B(u, v) = Q(u, v) \quad \text{(resp. } Q_{NS}(u, v)) \\ B(u, v)|_{t=0} = 0. \end{cases}
\]

Now solving \((GNS_\nu)\) (resp. \((NS_\nu)\)) can be seen as finding a fixed point for the map

\[
u \longmapsto e^{\nu t} u_0 + B(u, u) \quad \text{(resp. } B_{NS}(u, u)) \text{).}
\]

In all this chapter, we shall solve \((GNS_\nu)\) or \((NS_\nu)\) using a contraction argument in a well choosen Banach space. It is based on the following classical lemma, that we recall for the reader’s convenience.
Lemma 1.1.1 Let $E$ be a Banach space and $B$ a bilinear map continuous from $E \times E$ into $E$ and $\alpha$ a positive number such that

$$\alpha < \frac{1}{4\|B\|} \quad \text{with} \quad \|B\| \overset{\text{def}}{=} \sup_{\|u\| \leq 1, \|v\| \leq 1} \|B(u, v)\|.$$ 

Then for any $a$ in the ball $B(0, \alpha)$ of center 0 and radius $\alpha$ of $E$, a unique $x$ exists in the ball of radius $2\alpha$ such that

$$x = a + B(x, x).$$ 

Moreover, we have $\|x\| \leq 2\|a\|$.

Proof of Lemma 1.1.1 It consists in applying the classical iterative scheme define by

$$x_0 = a \quad \text{and} \quad x_{n+1} = a + B(x_n, x_n).$$

Let us first prove by induction that $\|x_n\| \leq 2\alpha$. Using this hypothesis on $\alpha$, we get, by definition of $x_{n+1}$,

$$\|x_{n+1}\| \leq \alpha(1 + 4\alpha\|B\|) \leq 2\alpha.$$

Thus the sequence remains in the ball $B(0, 2\alpha)$. Then

$$x_{n+1} - x_n = B(x_n, x_n) - B(x_{n-1}, x_{n-1})$$

$$\leq B(x_n - x_{n-1}, x_n) + B(x_{n-1}, x_n - x_{n-1}).$$

Then we have

$$\|x_{n+1} - x_n\| \leq 4\alpha\|B\| \|x_n - x_{n-1}\|.$$ 

The hypothesis $4\alpha\|B\| < 1$, makes that $(x_n)_{n \in \mathbb{N}}$ is a Cauchy sequence in $E$ the limit of which is a fixed point of $x \mapsto a + B(x, x)$ in the ball $B(0, 2\alpha)$. This fixed point is unique because if $x$ and $y$ are two such fixed points, then

$$\|x - y\| \leq \|B(x - y, y) + B(x, x - y)\| \leq 4\alpha\|B\| \|x - y\|.$$ 

The lemma is proved.

If we want to get global solutions of $(GNS_\nu)$ or $(NS_\nu)$ with such method, we need to use spaces the norm of which is invariant under the transformations that preserve the set of global solutions. This set contains the following transformations, called in the literature "scaling transformations". They are defined by

$$u_\lambda(t, x) \overset{\text{def}}{=} \lambda u(\lambda^2 t, \lambda x).$$

The use of the fixed point method explained in Lemma 1.1.1 imposes to consider only scaling invariant spaces. Let us give examples of such spaces:

$$L^\infty(\mathbb{R}^+; L^d(\mathbb{R}^d)), \ L^\infty(\mathbb{R}^+; \dot{H}^{\frac{d}{2}-1}), \ L^4(\mathbb{R}^+; \dot{H}^{\frac{d}{2}-1}), \ L^\infty(\mathbb{R}^+; \dot{H}^{\frac{d}{2}}) \cap L^2(\mathbb{R}^+; \dot{H}^{\frac{d}{2}}).$$

Let us point out that, when $d = 2$, the scaling invariant space

$$L^\infty(\mathbb{R}^+; L^2) \cap L^2(\mathbb{R}^+; \dot{H}^{\frac{1}{2}}).$$

is the energy space, the norm of which appears in the formal conservation of energy (1.1). This is the key point in the proof of Theorem 1.1.2.
In the case when \( d = 3 \), this energy space is below the regularity which provides scaling invariant spaces, namely \( H^{\frac{d}{2}} \). We can interpret this saying that in dimension \( d = 2 \), the global existence of regular solutions of Navier-Stokes system is a critical problem, solved by J. Leray in 1934. In the case when \( d = 3 \), this can be interpreted as a supercritical problem. This is the core of the difficulty. As we shall see, one of the challenge is to be able to use the special structure of the equation together with scaling invariant spaces.

In the second section of this chapter, we shall use Lemma 1.1.1 to prove local wellposedness of \( (GNS_\nu) \) for initial data in \( \dot{H}^{\frac{d}{2}} \) and global wellposedness for small data in \( \dot{H}^{\frac{d}{2}} \). As everything done in this context of Sobolev spaces rely on the Sobolev embeddings, we give a proof of it.

In the third section, we shall see how to use the special structure of the Navier-Stokes system. First, we shall prove Leray uniqueness theorem in dimension 2. We shall also prove in dimension 3 a result about asymptotics of possible large global solutions. This results will imply in particular that the set of initial data which give rise to global solutions in \( L^4_{loc}(\mathbb{R}^+; \dot{H}^1) \) is an open subset of \( \dot{H}^{\frac{d}{2}} \).

In the forth section, we prove that \( (GNS_\nu) \) is locally wellposed in \( L^3(\mathbb{R}^3) \) and globally for small data, using essentially Young’s inequalities.

Let us point out that up to now, all the theorems for this chapter are proved with elementary method: nothing more than classical Sobolev embeddings and Young’s and Hölder’s inequalities.

1.2 Wellposedness in Sobolev spaces

The purpose of this section is to investigate the local and global wellposedness of the Navier-Stokes type system, namely the family of systems \( (GNS_\nu) \). As claimed above, everything in this context relies on Sobolev embeddings. Let us first recall the definition of homogeneous sobolev spaces.

**Definition 1.2.1** Let \( s \) be a real number. The homogeneous Sobolev space \( \dot{H}^s(\mathbb{R}^d) \) is the set of tempered distributions \( u \) the Fourier transform of which \( \hat{u} \) belongs to \( L^1_{loc}(\mathbb{R}^d) \) and satisfies

\[
\|u\|^2_{\dot{H}^s} = \left(\int_{\mathbb{R}^d} |\xi|^{2s} |\hat{u}(\xi)|^2 d\xi \right)^{\frac{1}{2}} < \infty.
\]

The aim of this paragraph is to study the embeddings of \( H^s(\mathbb{R}^d) \) spaces into \( L^p(\mathbb{R}^d) \) spaces. We shall prove the following theorem.

**Theorem 1.2.1** If \( s \) belongs to \( [0, \frac{d}{2}] \), then the space \( \dot{H}^s(\mathbb{R}^d) \) is continuously embedded in \( L^{\frac{2d}{d-2s}}(\mathbb{R}^d) \).

**Proof of Theorem 1.2.1** First of all, let us show how to find the critical index \( p = \frac{2d}{d-2s} \). Let us use a scaling argument. Let \( v \) be a function on \( \mathbb{R}^d \) and let us denote by \( v_\lambda \) the function \( v_\lambda(x) \overset{\text{def}}{=} v(\lambda x) \). We have

\[
\|v_\lambda\|_{L^p} = \lambda^{-\frac{d}{p}} \|v\|_{L^p}.
\]

and

\[
\|v_\lambda\|^2_{\dot{H}^s} = \int |\xi|^{2s} |\hat{v}_\lambda(\xi)|^2 d\xi.
\]
\[
\lambda^{-2d} \int |\xi|^{2s} |\hat{v}(\lambda^{-1} \xi)|^2 d\xi \\
= \lambda^{-d+2s} \|v\|_{H^s}^2.
\]

If an inequality of the type \(\|v\|_{L^p} \leq C \|v\|_{H^s}\) for any smooth function \(v\) is true, it is also true for \(v_\lambda\) for any \(\lambda\). Then it is obvious that we must have \(p = 2d/(d - 2s)\).

Let us now prove the theorem. Without any loss of generality, we can assume that \(\|f\|_{H^s}\) is equal to 1. First we can observe, thanks to Fubini theorem, that for any \(p \in [1, +\infty[\) and any measurable function \(f\), we have

\[
\|f\|_{L^p}^p \overset{\text{def}}{=} \int_{\mathbb{R}^d} |f(x)|^p dx \\
= p \int_{\mathbb{R}^d} \int_0^\lambda \lambda^{p-1} d\lambda dx \\
= p \int_0^\lambda \lambda^{p-1} m(|f| > \lambda) d\lambda.
\]

We shall decompose the function in low and high frequencies. More precisely, we shall write

\[
f = f_{1A} + f_{2A} \quad \text{with} \quad f_{1A} = \mathcal{F}^{-1} \left( 1_{B(0,A)} \hat{f} \right) \quad \text{and} \quad f_{2A} = \mathcal{F}^{-1} \left( 1_{B^c(0,A)} \hat{f} \right). \tag{1.3}
\]

As \(\text{Supp} \hat{f}_{1A}\) is compact, the function \(f_{1A}\) is bounded and more precisely we have

\[
\|f_{1A}\|_{L^\infty} \leq (2\pi)^{-d} \|\hat{f}_{1A}\|_{L^1} \\
\leq (2\pi)^{-d} \int_{B(0,A)} |\xi|^{-s} |\hat{f}(\xi)| d\xi \\
\leq (2\pi)^{-d} \left( \int_{B(0,A)} |\xi|^{-2s} d\xi \right)^{\frac{1}{2}} \\
\leq \frac{C}{(d - 2s)^{\frac{1}{2}}} A^{\frac{d}{2} - s}. \tag{1.4}
\]

The triangle inequality implies that for any positive \(A\), we have

\[(|f| > \lambda) \subset (|f_{1A}| > \frac{\lambda}{2}) \cup (|f_{2A}| > \frac{\lambda}{2}).\]

From the above Inequality (1.4), we infer that

\[
A = A_{\lambda} \overset{\text{def}}{=} \left( \frac{\lambda(d - 2s)^{\frac{1}{2}}}{4C} \right)^{\frac{2}{d}} \rightarrow m \left( |f_{1A}| > \frac{\lambda}{2} \right) = 0.
\]

From this we deduce that

\[
\|f\|_{L^p}^p = p \int_0^\infty \lambda^{p-1} m \left( |f_{2A_{\lambda}}| > \frac{\lambda}{2} \right) d\lambda.
\]

It is well known (it is the so called Bienaimé-Tchebychev inequality) that

\[
m \left( |f_{2A_{\lambda}}| > \frac{\lambda}{2} \right) = \int_{|f_{2A_{\lambda}}| > \frac{\lambda}{2}} \frac{4|f_{2A_{\lambda}}(x)|^2}{\lambda^2} dx \\
\leq \frac{4 \|f_{2A_{\lambda}}\|_{L^2}^2}{\lambda^2}.
\]
So we have that
\[ \|f\|_{L^p} \leq 4p \int_0^\infty \lambda^{p-3} \|f_{2,A}\|^2_{L^2} d\lambda. \]
But we know that the Fourier transform is (up to a constant) a unitary transform of $L^2(\mathbb{R}^d)$. Thus we have
\[ \|f\|_{L^p} \leq 4p(2\pi)^{-d} \int_0^\infty \lambda^{p-3} \int_{|\xi|\geq A\lambda} |\hat{f}(\xi)|^2 d\xi d\lambda. \]
Then by definition of $A_{\lambda}$, we have
\[ |\xi| \geq A_{\lambda} \iff \lambda \leq C_{\xi} \frac{4C}{(d-2s)\pi} |\xi|^d. \]
Fubini’s theorem implies that
\[ \|f\|_{L^p}^p \leq 4p(2\pi)^{-d} \int_{\mathbb{R}^d} \left( \int_0^{C_{\xi}} \lambda^{p-3} d\lambda \right) |\hat{f}(\xi)|^2 d\xi d\lambda \leq 4p(2\pi)^d \left( \frac{4C^p}{(d-2s)\pi} \right)^{p-2} \int_{\mathbb{R}^d} |\xi|^{d(p-2)} |\hat{f}(\xi)|^2 d\xi. \]
As $2s = \frac{d(p-2)}{p}$ the theorem is proved.

**Corollary 1.2.1** If $p$ belongs to $[1, 2]$, then
\[ L^p(\mathbb{R}^d) \subset \dot{H}^s(\mathbb{R}^d) \text{ with } s = d \left( \frac{1}{2} - \frac{1}{p} \right). \]

**Proof of Corollary 1.2.1** This corollary is proved by duality. Let us write that
\[ \|a\|_{H^s} = \sup_{\|\varphi\|_{H^{-s}(\mathbb{R}^d)} \leq 1} \langle a, \varphi \rangle. \]
As $s = d \left( \frac{1}{2} - \frac{1}{p} \right) = d \left( 1 - \frac{1}{p} - \frac{1}{2} \right)$, we have by Theorem 1.2.1,
\[ \|\varphi\|_{L^p} \leq C \|\varphi\|_{H^{-s}}, \]
where $\overline{p}$ is the conjugate of $p$ defined by $\frac{1}{p} + \frac{1}{\overline{p}} = 1$ and thus
\[ \|a\|_{H^s} \leq C \sup_{\|\varphi\|_{L^p} \leq 1} \langle a, \varphi \rangle \leq C \|a\|_{L^p}. \]
The corollary is proved.

The main theorem in the framework of Sobolev spaces is the following.

**Theorem 1.2.2** Let $u_0$ be in $\dot{H}^{\frac{d}{2}-1}$. A positive time $T$ exists such that the system $(GNS_\nu)$ has a unique solution $u$ in $L^2([0,T];\dot{H}^{\frac{d}{2}-1})$ which also belongs to
\[ C([0,T];\dot{H}^{\frac{d}{2}-1}) \cap L^2([0,T];\dot{H}^{\frac{d}{2}}). \]
If $T_{u_0}$ denotes the maximal time of existence of such a solution, we have
• the existence of a constant $c$ such that
  \[ \|u_0\|_{\dot{H}^{d-1}} \leq c \nu \implies T_{u_0} = +\infty. \]

• If $T_{u_0}$ is finite, then
  \[ \int_0^{T_{u_0}} \|u(t)\|^4_{\dot{H}^{d-2}} dt = +\infty. \]  \tag{1.6}

Moreover, the solutions are stable in the following sense: if $u$ and $v$ are two solutions, then we have
\[ \|u(t) - v(t)\|^2_{\dot{H}^{d-1}} + \nu \int_0^t \|u(t') - v(t')\|^2_{\dot{H}^{d-1}} dt' \leq \|u_0 - v_0\|^2_{\dot{H}^{d-1}} \]
\[ \times \exp \left( \frac{C}{\nu^3} \int_0^t \left( \|u(t')\|^4_{\dot{H}^{d-2}} + \|v(t')\|^4_{\dot{H}^{d-2}} \right) dt' \right). \]

**Proof of Theorem 1.2.2** We shall prove that the map
\[ u \mapsto e^{\nu t \Delta} u_0 + B(u, u) \]
has a unique fixed point in the space $L^4([0, T]; \dot{H}^{d-1})$ for an appropriate $T$. It basically relies on the following two lemmas. The first one is nothing more than a variation about Sobolev embeddings.

**Lemma 1.2.1** A constant $C$ exists such that
\[ \|Q(a, b)\|_{\dot{H}^{d-2}} \leq C \|a\|_{\dot{H}^{d-2}} \|b\|_{\dot{H}^{d-2}}. \]

**Proof of Lemma 1.2.1** The case when $d = 2$ is different from the case when $d = 3$. If $d = 2$, thanks to Sobolev embedding (see Theorem 1.2.1 page 11), we have
\[ \|Q(a, b)\|_{\dot{H}^{-1}} \leq C \|ab\|_{L^2} \leq C \|a\|_{L^4} \|b\|_{L^4} \leq C \|a\|_{\dot{H}^{\frac{1}{2}}} \|b\|_{\dot{H}^{\frac{1}{2}}}. \]
If $d = 3$, we have by definition of $Q$,
\[ \|Q(a, b)\|_{\dot{H}^{-\frac{1}{2}}} \leq C \sup_{k, \ell} (\|a^k \partial b^\ell\|_{\dot{H}^{-\frac{1}{2}}} + \|b^\ell \partial a^k\|_{\dot{H}^{-\frac{1}{2}}}). \]
Thanks to the dual Sobolev embedding, (see Corollary 1.2.1 page 13), and Sobolev embedding, we have
\[ \|Q(a, b)\|_{\dot{H}^{-\frac{1}{2}}} \leq C \sup_{k, \ell} (\|a^k \partial b^\ell\|_{L^{\frac{3}{2}}} + \|b^\ell \partial a^k\|_{L^{\frac{3}{2}}}) \leq C (\|a\|_{L^6} \|b\|_{\dot{H}^{\frac{1}{3}}} + \|a\|_{\dot{H}^{\frac{1}{3}}} \|b\|_{L^6}) \leq C \|a\|_{\dot{H}^{1}} \|b\|_{\dot{H}^{1}}. \]
This proves the lemma.
The second lemma describes an aspect of the smoothing effect of the heat flow.

**Lemma 1.2.2** Let $v$ be the solution in the set of continuous functions in time with values in $S'$ of

\[
\begin{cases}
\partial_t v - \nu \Delta v = f \\
v|_{t=0} = v_0
\end{cases}
\]

with $f$ in $L^2([0,T];\dot{H}^{s-1})$ and $v_0$ in $\dot{H}^s$. Then

\[
v \in \bigoplus_{p=2}^{\infty} L^p([0,T];\dot{H}^{s+\frac{2}{p}}).
\]

Moreover, we have the following estimates

\[
\|v(t)\|_{\dot{H}^s}^2 + 2\nu \int_0^t \|\nabla v(t')\|_{\dot{H}^s}^2 dt' = 2 \int_0^t \langle f(t'), v(t') \rangle dt', \quad (1.7)
\]

\[
\int_{\mathbb{R}^d} |\xi|^{2a} \left( \sup_{0 \leq t' \leq t} |\hat{v}(t', \xi)| \right)^2 d\xi \leq \|v_0\|_{\dot{H}^s}^2 + \frac{1}{(2\nu)^{\frac{1}{2}}} \|f\|_{L^2([0,T];\dot{H}^{s-1})}^2 \quad \text{and} \quad (1.8)
\]

\[
\|v(t)\|_{L^p([0,T];\dot{H}^{s+\frac{2}{p}})} \leq \frac{1}{(2\nu)^{\frac{1}{2}}} \left( \|v_0\|_{\dot{H}^s} + \frac{1}{(2\nu)^{\frac{1}{2}}} \|f\|_{L^2([0,T];\dot{H}^{s-1})} \right) \quad (1.9)
\]

with $\langle a, b \rangle_s \overset{\text{def}}{=} (2\pi)^{-d} \int |\xi|^{2s} \hat{a}(\xi) \hat{b}(\xi) d\xi$.

**Proof of Lemma 1.2.2** It consists mainly in writing Duhamel's formula in Fourier space, namely

\[
\hat{v}(t, \xi) = e^{-\nu t|\xi|^2} \hat{v}_0(\xi) + \int_0^t e^{-\nu(t-t')|\xi|^2} \hat{f}(t', \xi) dt'.
\]

The Cauchy-Schwarz inequality implies that

\[
\sup_{0 \leq t' \leq t} |\hat{v}(t', \xi)| \leq |\hat{v}_0(\xi)| + \frac{1}{\sqrt{2\nu|\xi|^2}} \|\hat{f}(\cdot, \xi)\|_{L^2([0,t])}.
\]

Then taking the $L^2$ norm with respect to $|\xi|^{2a} d\xi$ allows to conclude that

\[
\left( \int_{\mathbb{R}^d} \left( \sup_{0 \leq t' \leq t} |\hat{v}(t', \xi)| \right)^2 |\xi|^{2a} d\xi \right)^{\frac{1}{2}} \leq \|v_0\|_{\dot{H}^s} + \frac{1}{(2\nu)^{\frac{1}{2}}} \left( \int_{\mathbb{R}^d} |\hat{f}(\cdot, \xi)|^2 |\xi|^{2a-2} d\xi \right)^{\frac{1}{2}}
\]

\[
\leq \|v_0\|_{\dot{H}^s} + \frac{1}{(2\nu)^{\frac{1}{2}}} \left( \int_{[0,t] \times \mathbb{R}^d} |\hat{f}(t', \xi)|^2 |\xi|^{2a-2} d\xi dt' \right)^{\frac{1}{2}}
\]

\[
\leq \|v_0\|_{\dot{H}^s} + \frac{1}{(2\nu)^{\frac{1}{2}}} \|f\|_{L^2([0,t];\dot{H}^{s-1})}.
\]

Then we get the result by energy estimate in $\dot{H}^s$ and interpolation.

As an immediate corollary, we have

**Corollary 1.2.2** A constant $C_0$ exists such that

\[
\|B(u, v)\|_{L^4([0,T];\dot{H}^{\frac{d-1}{2}})} \leq \frac{C_0}{\nu^2} \|u\|_{L^4([0,T];\dot{H}^{\frac{d-1}{2}})} \|v\|_{L^4([0,T];\dot{H}^{\frac{d-1}{2}})}.
\]
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Now, using Lemma 1.1.1, we know that if
\[ \| e^{\nu t \Delta} u_0 \|_{L^4([0,T]; \dot{H}^{\frac{d}{4} - 1})} \leq \frac{\nu^\frac{3}{4}}{2C_0}, \] (1.10)
then we have the existence of a unique solution of \((GNS_\nu)\) in the ball of center 0, radius \((2C_0^{-1}\nu^\frac{3}{4})\) in the space \(L^4([0,T]; \dot{H}^{\frac{d}{4} - 1})\).

Let us investigate when the condition (1.10) is satisfied. As we have
\[ \forall t \geq 0, \| e^{\nu t \Delta} u_0 \|_{H^{\frac{d}{4} - 1}} \leq \| u_0 \|_{H^{\frac{d}{4} - 1}} \text{ and} \]
\[ \int_0^\infty \| e^{\nu t \Delta} u_0 \|_{H^{\frac{d}{4}}}^2 dt \leq \frac{1}{2\nu} \| u_0 \|_{H^{\frac{d}{4} - 1}}^2, \]
we have by interpolation
\[ \| e^{\nu t \Delta} u_0 \|_{L^4([0,T]; \dot{H}^{\frac{d}{4} - 1})} \leq \frac{1}{(2\nu)^{\frac{3}{4}}} \| u_0 \|_{H^{\frac{d}{4} - 1}}. \] (1.11)
Thus, if \( \| u_0 \|_{H^{\frac{d}{4} - 1}} \leq (2C_0)^{-1}\nu \), the smallness condition (1.10) is satisfied and we have a global solution.

Let us now investigate the case of large initial data. We shall decompose it in a small part in \(\dot{H}^{\frac{d}{4} - 1}\) and in a large part, the Fourier transform of which will be compactly supported. More precisely, if \(u_0\) is in \(\dot{H}^{\frac{d}{4} - 1}\), a positive real number \(\rho_{u_0}\) exists such that
\[ \left( \int_{|\xi| \geq \rho_{u_0}} |\xi|^{d-2} |\hat{u}_0(\xi)|^2 d\xi \right)^{\frac{1}{2}} \leq \frac{\nu}{4C_0}. \]
Thus, we have
\[ \| e^{\nu t \Delta} u_0 \|_{L^4([0,T]; \dot{H}^{\frac{d}{4} - 1})} \leq \frac{\nu^\frac{3}{4}}{4C_0} + \| e^{\nu t \Delta} \hat{u}_0^\flat \|_{L^4([0,T]; \dot{H}^{\frac{d}{4} - 1})} \]
where \(\hat{u}_0^\flat \stackrel{\text{def}}{=} \mathcal{F}^{-1}(1_{B(0,\rho_{u_0})}(\xi)\hat{u}_0(\xi))\). Let us write that
\[ \| e^{\nu t \Delta} \hat{u}_0^\flat \|_{L^4([0,T]; \dot{H}^{\frac{d}{4} - 1})} \leq \frac{1}{\rho_{u_0}^\frac{1}{2}} \| e^{\nu t \Delta} u_0 \|_{L^4([0,T]; \dot{H}^{\frac{d}{4} - 1})} \]
\[ \leq (\rho_{u_0}^\frac{1}{2} T)^{\frac{1}{2}} \| u_0 \|_{\dot{H}^{\frac{d}{4} - 1}}. \]
Thus, if
\[ T \leq \left( \frac{\nu}{4C_0 \rho_{u_0}^\frac{1}{2} \| u_0 \|_{\dot{H}^{\frac{d}{4} - 1}}} \right)^4, \] (1.12)
we have proved the existence of a unique solution in the ball of center 0 and radius \(\nu/2C_0\) of the space \(L^4([0,T]; \dot{H}^{\frac{d}{4} - 1})\).

In order to prove the whole theorem, let us observe that, if \(u\) is a solution of \((GNS_\nu)\) in \(L^4([0,T]; \dot{H}^{\frac{d}{4} - 1})\), Lemma 1.2.1 implies that \(Q(u,u)\) belongs to \(L^2([0,T]; \dot{H}^\frac{d}{2} - 2)\); then Lemma 1.2.2 implies that the solution \(u\) belongs to
\[ C([0,T]; \dot{H}^{\frac{d}{4} - 1}) \cap L^2([0,T]; \dot{H}^{\frac{d}{2}}). \]
In order to prove the stability estimate, let us consider two solutions \( u \) and \( v \) and let us denote by \( w \) their difference. It is the solution of

\[
\begin{cases}
\partial_t w - \nu \Delta w = Q(w, w) + Q(w, u + v) \\
w|_{t=0} = w_0 = u_0 - v_0.
\end{cases}
\]

Thus, by energy estimate in \( \dot{H}^\frac{d}{2} \) of Lemma 1.2.2, we have

\[
\Delta w(t) \overset{\text{def}}{=} \|w(t)\|^2_{\dot{H}^\frac{d}{2} - 1} + 2 \nu \int_0^t \|\nabla w(t')\|^2_{\dot{H}^\frac{d}{2} - 1} dt' 
\leq \|w(0)\|^2_{\dot{H}^\frac{d}{2} - 1} + 2 \int_0^t \langle Q(w(t'), u(t') + v(t')), w(t') \rangle_{\dot{H}^\frac{d}{2} - 1} dt'.
\]

The non-linear term is treated through the following lemma.

**Lemma 1.2.3** A constant \( C \) exists such that

\[
\langle Q(a, b), c \rangle_{\dot{H}^\frac{d}{2} - 1} \leq C \|a\|_{\dot{H}^{-\frac{d-1}{2}}} \|b\|_{\dot{H}^{-\frac{d-1}{2}}} \|\nabla c\|_{\dot{H}^{-\frac{d}{2}}}.
\]

**Proof of Lemma 1.2.3** By definition of the \( \dot{H}^\frac{d}{2} \) scalar product, we have, thanks to the Cauchy-Schwarz inequality,

\[
\langle \alpha, \beta \rangle_{\dot{H}^\frac{d}{2} - 1} = \int \hat{\alpha}(\xi) \overline{\beta}(\xi) |\xi|^{d-2} d\xi = \int |\xi|^\frac{d}{2} - 2 \hat{\alpha}(\xi) |\xi|^\frac{d}{2} \overline{\beta}(\xi) d\xi \leq \|\alpha\|_{\dot{H}^\frac{d}{2} - 2} \|\nabla \beta\|_{\dot{H}^\frac{d}{2} - 1}.
\]

Then Lemma 1.2.1 implies the result.

Let us go back to the proof of the stability. We deduce from the above lemma that

\[
\Delta w(t) \leq \|w(0)\|^2_{\dot{H}^\frac{d}{2} - 1} + C \int_0^t \|w(t')\|_{\dot{H}^{-\frac{d}{2}}} N(t') \|\nabla w(t')\|^2_{\dot{H}^\frac{d}{2} - 1} dt'
\]

with \( N(t) \overset{\text{def}}{=} \|u(t)\|_{\dot{H}^{-\frac{d}{2}}} + \|v(t)\|_{\dot{H}^{-\frac{d}{2}}} \). By interpolation inequality between \( \dot{H}^\frac{d}{2} \) and \( \dot{H}^\frac{d}{2} \), we infer that

\[
\Delta w(t) \leq \|w(0)\|^2_{\dot{H}^\frac{d}{2} - 1} + C \int_0^t \|w(t')\|^\frac{1}{2}_{\dot{H}^\frac{d}{2} - 1} N(t') \|\nabla w(t')\|^\frac{3}{2}_{\dot{H}^\frac{d}{2} - 1} dt'.
\]

Using the convexity inequality \( ab \leq \frac{1}{4} a^4 + \frac{3}{4} b^4 \), we deduce that

\[
\Delta w(t) \leq \|w(0)\|^2_{\dot{H}^\frac{d}{2} - 1} + \frac{C}{\nu^\frac{3}{2}} \int_0^t \|w(t')\|^2_{\dot{H}^\frac{d}{2} - 1} N^4(t') dt' + \nu \int_0^t \|\nabla w(t')\|^2_{\dot{H}^\frac{d}{2} - 1} dt'.
\]

By definition of \( \Delta_w \), this can be written

\[
\|w(t)\|^2_{\dot{H}^\frac{d}{2} - 1} + \nu \int_0^t \|\nabla w(t')\|^2_{\dot{H}^\frac{d}{2} - 1} dt' \leq \|w(0)\|^2_{\dot{H}^\frac{d}{2} - 1} + \frac{C}{\nu^\frac{3}{2}} \int_0^t \|w(t')\|^2_{\dot{H}^\frac{d}{2} - 1} N^4(t') dt' + \nu \int_0^t \|\nabla w(t')\|^2_{\dot{H}^\frac{d}{2} - 1} dt'.
\]

Using Gronwall lemma, we infer

\[
\|w(t)\|^2_{\dot{H}^\frac{d}{2} - 1} + \nu \int_0^t \|\nabla w(t')\|^2_{\dot{H}^\frac{d}{2} - 1} dt' \leq \|w(0)\|^2_{\dot{H}^\frac{d}{2} - 1} \exp\left(\frac{C}{\nu^\frac{3}{2}} \int_0^t N^4(t') dt'\right).
\]
The whole theorem is proved but the blow up criteria. Let us assume that we have a solution of \((GNS_\nu)\) on a time interval \([0, T]\) such that

\[
\int_0^T \|u(t)\|_\dot{H}^{\frac{d}{2}-1} dt < \infty.
\]

We shall prove that \(T_{u_0}\) is greater than \(T\). Thanks to Lemmas 1.2.1 and 1.2.2, we have

\[
\int_{\mathbb{R}^d} |\xi|^{d-2} \left( \sup_{t \in [0, T]} |\hat{u}(t, \xi)| \right)^2 d\xi < \infty.
\]

Thus a positive number \(\rho\) exists such that

\[
\forall t \in [0, T], \int_{|\xi| \geq \rho} |\xi|^{d-2} |\hat{u}(t, \xi)|^2 d\xi < \frac{c\nu}{2}.
\]

As \(u\) belongs to \(L^\infty([0, T]; \dot{H}^{\frac{d}{2}-1})\), condition (1.12) implies that the maximal time for a solution of \((GNS_\nu)\) with initial data \(u(t)\) is bounded from below by a positive real number uniformly on \([0, T]\). Thus \(T_{u_0} > T\). The whole Theorem 1.2.2 is now proved.

Now we shall establish a property of small solutions which tells that for the system \((GNS_\nu)\), the \(\dot{H}^{\frac{d}{2}-1}\) norm is a Liapounov function near 0.

**Proposition 1.2.1** Let \(u_0\) be in the ball of center 0 and radius \(c\nu\) of the space \(\dot{H}^{\frac{d}{2}-1}\). Then the function

\[
t \mapsto \|u(t)\|_{\dot{H}^{\frac{d}{2}-1}}
\]

is a decreasing function.

**Proof of Proposition 1.2.1** We use again the fact that

\[
\partial_t u - \nu \Delta u = Q(u, u) \quad \text{with} \quad Q(u, u) \in L^2(\mathbb{R}^+; \dot{H}^{\frac{d}{2}-2}).
\]

Thus thanks to Lemma 1.2.2, we infer that

\[
\|u(t)\|_{\dot{H}^{\frac{d}{2}-1}}^2 + 2\nu \int_0^t \|\nabla u(t')\|_{\dot{H}^{\frac{d}{2}-1}}^2 dt' = \|u_0\|_{\dot{H}^{\frac{d}{2}-1}}^2 + 2 \int_0^t \langle Q(u(t'), u(t')), u(t') \rangle_{\dot{H}^{\frac{d}{2}-1}} dt'.
\]

Using Lemma 1.2.3 and interpolation inequality, we get, for any positive \(t_1 \leq t_2,\)

\[
\|u(t_2)\|_{\dot{H}^{\frac{d}{2}-1}}^2 + 2 \int_{t_1}^{t_2} \|\nabla u(t')\|_{\dot{H}^{\frac{d}{2}-1}}^2 dt' \leq \|u(t_1)\|_{\dot{H}^{\frac{d}{2}-1}}^2 + C \int_{t_1}^{t_2} \|u(t')\|_{\dot{H}^{\frac{d}{2}-1}}^2 \|\nabla u(t')\|_{\dot{H}^{\frac{d}{2}-1}} dt'
\]

\[
\leq \|u(t_1)\|_{\dot{H}^{\frac{d}{2}-1}}^2 + C \int_{t_1}^{t_2} \|u(t')\|_{\dot{H}^{\frac{d}{2}-1}}^2 \|\nabla u(t')\|_{\dot{H}^{\frac{d}{2}-1}}^2 dt'.
\]

As we know, thanks to Theorem 1.2.2, that \(u(t)\) remains in the ball of center 0 and of radius \(2c\nu\). Thus, if \(c\) is small enough, we get that

\[
\|u(t_2)\|_{\dot{H}^{\frac{d}{2}-1}}^2 + \nu \int_{t_1}^{t_2} \|\nabla u(t')\|_{\dot{H}^{\frac{d}{2}-1}}^2 dt' \leq \|u(t_1)\|_{\dot{H}^{\frac{d}{2}-1}}^2.
\]

This proves the proposition.
1.3 Consequences of the structure of the Navier-Stokes system

In this section, we shall investigate the particular properties of the Navier-Stokes system, namely results the proof of which uses the energy estimate.

Let us start with the case of dimension two. The energy estimate will allow us to prove that \((NS_\nu)\) is globally wellposed for initial data in \(L^2\). The precise theorem is the following which is almost the same statement as Theorem 1.1.2 of the introduction.

**Theorem 1.3.1** Let \(u_0\) be in \(L^2(\mathbb{R}^2)\). Then a unique solution exists in \(C_b(\mathbb{R}^+; L^2) \cap L^2(\mathbb{R}^+; \dot{H}^1)\)

and satisfies the energy equality

\[
\|u(t)\|_{L^2}^2 + 2\nu \int_0^t \|\nabla u(t')\|_{L^2}^2 dt' = \|u_0\|_{L^2}^2.
\]

**Proof of Theorem 1.3.1** It is easy considering what we have done in the preceeding section. Indeed, let us consider the solution \(u\) given on the interval \([0, T_{u_0}]\) by Theorem 1.2.2. Thanks to Lemma 1.2.1, we know that \(Q(u, u)\) belongs to \(L^2_{\text{loc}}([0, T_{u_0}]; \dot{H}^{-1})\). Then Lemma 1.2.2 implies that \(u\) is continuous with value in \(L^2\) and that

\[
\|u(t)\|_{L^2}^2 + 2\nu \int_0^t \|\nabla u(t')\|_{L^2}^2 dt' = \|u_0\|_{L^2}^2 + 2 \int_0^t \langle Q_{NS}(u(t'), u(t')), u(t') \rangle_{\dot{H}^{-1} \times \dot{H}^1} dt'.
\]

For any \(H^1\) divergence free vector field \(v\), we have, in fact for \(d = 2\) or \(3\),

\[
\langle Q_{NS}(v, v), v \rangle = \sum_{k,\ell} \int_{\mathbb{R}^d} v^k \partial_k v^\ell v^\ell dx = -\frac{1}{2} \int_{\mathbb{R}^d} (\text{div} v)|v|^2 dx = 0. \tag{1.13}
\]

We deduce that, for any \(t < T_{u_0}\),

\[
\|u(t)\|_{L^2}^2 + 2\nu \int_0^t \|\nabla u(t')\|_{L^2}^2 dt' = \|u_0\|_{L^2}^2.
\]

Thanks to the above energy estimate and using interpolation inequality between \(L^2\) and \(\dot{H}^1\), we have, for any \(T < T_{u_0}\),

\[
\int_0^T \|u(t)\|_{\dot{H}^1}^4 dt \leq \|u_0\|_{L^2}^2 \int_0^T \|\nabla u(t)\|_{L^2}^2 dt \leq \frac{1}{2\nu} \|u_0\|_{L^2}^4.
\]

Then the blow up condition (1.6) implies the theorem.

**Remark** The key point here is that the control of the energy estimate implies the control of scaling invariant quantities.

The case of dimension three is much more complicated. The global wellposedness of \((NS_\nu)\) for large data in \(\dot{H}^{\frac{3}{2}}\) remains open. The purpose of this section is first to prove the energy equality for solution of \((NS_\nu)\) given by Theorem 1.2.2 and then to state that any global solution is stable.
Proposition 1.3.1 Let us consider an initial data \( u_0 \) in \( H^\frac{1}{2} \). If \( u \) denotes the solution given by Theorem 1.2.2, then \( u \) is continuous with value in \( L^2 \) and satisfies the energy equality
\[
\|u(t)\|_{L^2}^2 + 2 \int_0^t \|\nabla u(t')\|_{L^2}^2 dt' = \|u_0\|_{L^2}^2.
\]

Proof of Proposition 1.3.1 As the solution \( u \) belongs to \( L^\infty_{\text{loc}}(\mathbb{R}^+; \dot{H}^1) \cap L^4_{\text{loc}}(\mathbb{R}^+; \dot{H}^\frac{3}{4}) \), interpolation between Sobolev spaces implies that \( u \) belongs to \( L^8_{\text{loc}}(\mathbb{R}^+; \dot{H}^\frac{3}{4}) \) which is obviously a subspace of \( L^4_{\text{loc}}(\mathbb{R}^+; \dot{H}^1) \). Using Sobolev embedding, we infer that, for any \( j \) and \( k \) in \( \{1, \ldots, d\} \), we have
\[
u^j u^k \in L^2_{\text{loc}}(\mathbb{R}^+; L^2) \quad \text{and thus} \quad Q(u, u) \in L^2_{\text{loc}}(\mathbb{R}^+; \dot{H}^{-1}).
\]
(1.14)

Lemma 1.2.2 allows to conclude the proof of the proposition.

We shall prove that any global solution, even for large initial data (if it exists) is stable.

Theorem 1.3.2 Let \( u \) be a global solution of \((NS_\nu)\) in \( L^4_{\text{loc}}(\mathbb{R}^+; \dot{H}^1) \). Then we have
\[
\lim_{t \to \infty} \|u(t)\|_{\dot{H}^\frac{1}{2}} = 0 \quad \text{and} \quad \int_0^\infty \|u(t)\|_{\dot{H}^1}^4 dt < \infty.
\]

Remark If \( u_0 \) belongs also to \( L^2(\mathbb{R}^3) \), this theorem is an immediate consequence of Proposition 1.2.1 because thanks to energy estimate, we have
\[
\int_{\mathbb{R}^+} \|u(t)\|_{\dot{H}^\frac{1}{2}}^4 dt \leq \frac{1}{2\nu} \|u_0\|_{L^2}^4.
\]

Proof of Theorem 1.3.2 We shall decompose the initial data \( u_0 \). A positive real number \( \rho \) being given, let us state
\[
u_0 = u_{0,h} + u_{0,\ell} \quad \text{with} \quad u_{0,\ell} \overset{\text{def}}{=} F^{-1}(\mathbf{1}_{B(0,\rho)}(\xi) \hat{u}_0(\xi)).
\]

Let \( \varepsilon \) be any positive real number. We can choose \( \rho \) such that
\[
\|u_{0,\ell}\|_{\dot{H}^\frac{1}{2}} \leq \min\left\{c\nu, \frac{\varepsilon}{2}\right\}.
\]

Let us denote by \( u_{\ell} \) the global solution of \((NS_\nu)\) given by Theorem 1.2.2 for the initial data \( u_{0,\ell} \). Thanks to Proposition 1.2.1, we have
\[
\forall t \in \mathbb{R}^+, \|u_{\ell}(t)\|_{\dot{H}^\frac{1}{2}} \leq \frac{\varepsilon}{2}.
\]
(1.15)

Let us define \( u_h \overset{\text{def}}{=} u - u_{\ell} \). It satisfies
\[
\left\{
\begin{array}{l}
\partial_t u_h - \nu \Delta u_h = Q_{NS}(u, u_h) + Q_{NS}(u_h, u_{\ell}) \\
u_t|_{t=0} = u_{0,h}.
\end{array}
\right.
\]
Obviously, \( u_h \) belongs to \( L^2 \) (of course with an \( L^2 \) norm which does depend on \( \rho \) and thus on \( \varepsilon \)). Moreover, Assertion (1.14) claims that both \( Q_{NS}(u, u_h) \) and \( Q_{NS}(u_h, u_\ell) \) belongs to \( L^2_{\text{loc}}(\mathbb{R}^+; H^{-1}) \). Applying Lemma 1.2.2 and the fundamental relation (1.13) gives
\[
\|u_h(t)\|_{L^2}^2 + 2\nu \int_0^t \|\nabla u_h(t')\|_{L^2}^2 \, dt' = \|u_{0,h}\|_{L^2}^2 + 2 \int_0^t \langle Q_{NS}(u_h(t'), u_\ell(t')), u_h(t') \rangle \, dt'.
\]
Using Sobolev embedding, we claim that
\[
|\langle Q_{NS}(u_h(t), u_\ell(t')), u_h(t) \rangle| \leq C \|u_h(t)u_\ell(t)\|_{L^2} \|\nabla u(t)\|_{L^2} \\
\leq C \|u_h(t)\|_{L^6} \|u_\ell(t)\|_{L^3} \|\nabla u_h(t)\|_{L^2} \\
\leq C \|u_\ell(t)\|_{\dot{H}^{1/2}} \|\nabla u_h(t)\|_{L^2}.
\]
Then we deduce that
\[
\|u_h(t)\|_{L^2}^2 + 2\nu \int_0^t \|\nabla u_h(t')\|_{L^2}^2 \, dt' \leq \|u_{0,h}\|_{L^2}^2 + C \varepsilon \int_0^t \|\nabla u_h(t')\|_{L^2}^2 \, dt'.
\]
Choosing \( \varepsilon \) small enough ensures that
\[
\|u_h(t)\|_{L^2}^2 + \nu \int_0^t \|\nabla u_h(t')\|_{L^2}^2 \, dt' \leq \|u_{0,h}\|_{L^2}^2.
\]
This implies that a positive time \( t_* \) exists such that \( \|u_h(t)\|_{\dot{H}^{1/2}} < \varepsilon/2 \). Thus \( \|u(t_*)\|_{\dot{H}^{1/2}} \leq \varepsilon \). Theorem 1.2.2 and Proposition 1.2.1 allows to conclude the proof.

Let us state the following corollary of Theorem 1.3.2.

**Corollary 1.3.1** The set of initial data \( u_0 \) such that the solution \( u \) given by Theorem 1.2.2 is global is an open subset of \( \dot{H}^{1/2} \).

**Proof of corollary 1.3.1** Let us consider \( u_0 \) in \( \dot{H}^{1/2} \) such that the associated solution is global. Let us consider \( w_0 \) in \( \dot{H}^{1/2} \) and the (a priori) local solution \( v \) associated with the initial data \( v_0 \equiv u_0 + w_0 \). The function \( w \equiv v - u \) is solution of
\[
\begin{cases}
\partial_t w - \nu \Delta w + Q_{NS}(u, w) + Q_{NS}(w, u) + Q_{NS}(w, w) = 0 \\
w|_{t=0} = v_0.
\end{cases}
\]
Lemma 1.2.3 together with interpolation inequality gives
\[
\langle Q_{NS}(u, w) + Q_{NS}(w, u), w \rangle_{\dot{H}^{1/2}} \leq C \|u\|_{\dot{H}^1} \|w\|_{\dot{H}^{1/2}}^{1/2} \|\nabla w\|_{\dot{H}^{1/2}}^{3/2} \quad \text{and} \\
\langle Q_{NS}(w, w), w \rangle_{\dot{H}^{1/2}} \leq C \|w\|_{\dot{H}^{1/2}} \|\nabla w\|_{\dot{H}^{1/2}}^2.
\]
Let us assume that \( \|w_0\|_{\dot{H}^{1/2}} \leq \frac{\nu}{8C} \) and define
\[
T_{w_0} \equiv \sup \{t / \max_{0 \leq t' \leq t} \|w(t')\|_{\dot{H}^{1/2}} \leq \frac{\nu}{4C} \}.
\]
Then, using Lemma 1.2.2 and the convexity inequality, we infer that, for any \( t < T_{w_0} \),
\[
\|w(t)\|_{\dot{H}^{1/2}}^2 + \nu \int_0^t \|\nabla w(t')\|_{\dot{H}^{1/2}}^2 \, dt' \leq \|w_0\|_{\dot{H}^{1/2}}^2 + \frac{C}{\nu^2} \int_0^t \|u(t')\|_{\dot{H}^1} \|w(t')\|_{\dot{H}^{1/2}}^2 \, dt'.
\]
Gronwall’s Lemma and Theorem 1.3.2 imply that, for any $t < T_{w_0}$,
\[
\|w(t)\|_{H^1}^2 + \nu \int_0^t \|\nabla w(t')\|_{H^1}^2 \, dt' \leq \|w_0\|_{H^1}^2 \exp\left(\frac{C}{\nu^2} \int_0^\infty \|u(t)\|_{H^1}^4 \, dt\right).
\]

If the smallness condition
\[
\|w_0\|_{H^1}^2 \exp\left(\frac{C}{\nu^2} \int_0^\infty \|u(t)\|_{H^1}^4 \, dt\right) \leq \frac{\nu^2}{16C^2},
\]
is satisfied, the blow up condition for $v$ is never satisfied. Corollary 1.3.1 is proved.

### 1.4 An elementary $L^p$ approach

As announced in the introduction of this chapter, the purpose of this section is the proof of a local wellposedness result for initial data in $L^3(\mathbb{R}^3)$. The main result is the following.

**Theorem 1.4.1** Let $u_0$ be in $L^3(\mathbb{R}^3)$. Then a positive $T$ exists such that a unique solution $u$ exists in the space $C([0, T]; L^3)$. Moreover, a constant $c$ exists such that $T$ can be choosen equal at infinity if $\|u_0\|_{L^3}$ is less or equal to $cv$.

The proof of this theorem cannot be done directly by a fixed point argument in the space $L^\infty([0, T]; L^3)\times L^\infty([0, T]; L^3)$ into $L^\infty([0, T]; L^3)$. This has been shown by F. Oru in [46].

As in the preceeding section, we shall use the smoothing effect of the heat equation to define space in which a fixed point method will work. This leads to spaces often called in the literature “Kato spaces”.

**Definition 1.4.1** If $p$ is in $[1, \infty] \setminus \{3\}$ and $T$ in $[0, \infty]$, let us define $K_p(T)$ by
\[
K_p(T) \overset{\text{def}}{=} \left\{ u \in C([0, T]; L^p) / \|u\|_{K_p(T)} \overset{\text{def}}{=} \sup_{t \in [0, T]} (\nu t)^{\frac{1}{p}(1-\frac{3}{p})} \|u(t)\|_{L^p} < \infty \right\}.
\]

We shall denote by $K_3(T)$ the space of bounded continuous functions from $[0, T]$ with value $L^3$ equipped with the norm $\| \cdot \|_{L^3([0, T]; L^3)}$.

**Remarks**

1) This space is obviously a Banach space. Moreover, if $T = +\infty$, it is invariant under the scaling of the Navier-Stokes.

2) Let us consider $u_0$ in $L^3$. As
\[
e^\nu t \Delta u_0 = \frac{1}{(4\pi t)^{\frac{3}{2}}} e^{-\frac{|x|^2}{4\nu t}} u_0,
\]
we have, thanks to the Young inequality,
\[
\|e^{\nu t \Delta} u\|_{L^p} \leq \frac{1}{(4\pi t)^{\frac{3}{2}}} \|e^{-\frac{|x|^2}{4\nu t}}\|_{L^r} \|u_0\|_{L^3} \quad \text{with} \quad \frac{1}{r} = \frac{2}{3} + \frac{1}{p}.
\]

This gives
\[
\|e^{\nu t \Delta} u\|_{L^p} \leq c(\nu t)^{-\frac{1}{2}(1-\frac{3}{p})} \|u_0\|_{L^3} \quad \text{and thus} \quad \|e^{\nu t \Delta} u_0\|_{K_p(\infty)} \leq C \|u_0\|_{L^3}. \quad (1.16)
\]
Let us point out that if \( u_0 \) belongs to \( L^3 \), one can find, for any positive \( \varepsilon \), a function \( \phi \) in \( S \) such that \( \| u_0 - \phi \|_{L^3} \leq \varepsilon \). This implies in particular that

\[ \| e^{\nu t \Delta} (u_0 - \phi) \|_{K_p(\infty)} \leq C \varepsilon. \]

Then observing that \( \| e^{\nu t \Delta} \phi \|_{L^p} \leq \| \phi \|_{L^p} \), we get that

\[ \| e^{\nu t \Delta} u_0 \|_{K_p(T)} \leq C \varepsilon + T \left( \frac{p}{2} \right) \| \phi \|_{L^p}. \tag{1.17} \]

3) Let us give an example of a sequence \( (\phi_n)_{n \in \mathbb{N}} \) such that the \( L^3 \) norm is constant, the \( H^{\frac{1}{2}} \) tends to infinity and the \( K_p(\infty) \) norm of \( e^{\nu t \Delta} \phi_n \) tends to 0 when \( p > 3 \). Let us consider, for some \( \omega \) in the unit sphere, the sequence

\[ \phi_n(x) \overset{\text{def}}{=} e^{in(x \cdot \omega)} \phi(x) \]

for some function \( \phi \) in \( S \) the Fourier transform of which is compactly supported. Obviously, we have \( \| \phi_n \|_{H^{\frac{1}{2}}} \geq cn \). Straightforward computations give

\[ e^{\nu t \Delta} \phi_n(x) = e^{in(x \cdot \omega)} \int e^{i(x \cdot \eta)} e^{-\nu t (|\eta|^2 + n \omega^2)} \hat{\phi}(\eta) d\eta. \]

Thus, if \( n \) is large enough, we have

\[
t^{\frac{1}{2}} \| e^{\nu t \Delta} \phi_n \|_{L^\infty} \leq t^{\frac{1}{2}} e^{-\frac{\nu t}{n^2}} \| \hat{\phi} \|_{L^1} \leq \frac{C}{n} \| \hat{\phi} \|_{L^1}.
\]

As \( \| \phi_n \|_{L^3} = \| \phi \|_{L^3} \), we have the announced example.

4) As we shall see in Chapter 2, \( \| e^{\nu t \Delta} u_0 \|_{K_p(\infty)} \) is equivalent, when \( p > 3 \) to the homogeneous Besov norm \( \dot{B}^{-\frac{1}{2} + \frac{3}{p}}_{p,\infty} \) (see Theorem 2.3.1 page 40).

In fact, Theorem 1.4.1 will appear mainly as a corollary of the following theorem.

**Theorem 1.4.2** For any \( p \) in \([3, \infty[\), a constant \( c \) exists which satisfies the following properties. Let \( u_0 \) be an initial data in \( S' \) such that, for some positive \( T \),

\[ \| e^{\nu t \Delta} u_0 \|_{K_p(T)} \leq c \nu. \tag{1.18} \]

Then a unique solution \( u \) of \((GNS_\nu)\) exists in the ball of center 0 and radius \( 2c \nu \) in the Banach space \( K_p(T) \).

**Remark** Thanks to Inequality (1.17), this theorem implies that, for an initial data in \( L^3 \), we have local solution. Thanks to Inequality (1.16), this solution is global if \( \| u_0 \|_{L^3} \) is small enough.

**Proof of Theorem 1.4.2** We shall prove that the classical fixed point procedure can be used in \( K_p(T) \) in order to find \( u \) such that

\[ u = e^{\nu t \Delta} u_0 + B(u, u). \]

This works provided we prove the following lemma.
Lemma 1.4.1 For any $p$, $q$ and $r$ such that
\[0 < \frac{1}{p} + \frac{1}{q} \leq 1 \quad \text{and} \quad \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} \leq \frac{1}{3} + \frac{1}{r}.\]
Then, for any positive $T$, the bilinear map $B_p(T) \times K_q(T)$ into $K_r(T)$. Moreover, a constant $C$ (independent of $T$) exists such that
\[
\|B(u, v)\|_{K_r(T)} \leq C \|u\|_{K_p(T)} \|v\|_{K_q(T)}.
\]

Proof of Lemma 1.4.1 The method consists in computing $B$ as a convolution operator. More precisely, we have the following proposition.

Proposition 1.4.1 We have
\[
B^j(u, v)(t, x) = \sum_{k, \ell} \int_0^t \Gamma^{j}_{k, \ell}(t - t', x) \ast \left( u^j(t', \cdot) v^\ell(t', \cdot) \right) dt'
\]
where the functions $\Gamma^{j}_{k, \ell}$ belongs to $C([0, \infty]; L^s)$ for any $s \in [1, \infty[$ and satisfies, for any $j$, $k$ and $\ell$,
\[
\|\Gamma^{j}_{k, \ell}(t, \cdot)\|_{L^s} \leq \frac{C}{(\nu t)^{2-\frac{1}{s}}}.
\]

Proof of Proposition 1.4.1 In Fourier space, we have
\[
\mathcal{F}B^j(u, v)(t, \xi) = i \int_0^t e^{-\nu(t-t')|\xi|^2} \sum_{k, \ell} \alpha_{j, k, \ell} \xi_j \xi_\ell \mathcal{F}Q(u(t'), v(t'))(\xi) dt'.
\]
In order to write this operator as a convolution operator, it is enough to compute the inverse Fourier transform of $\xi_j \xi_\ell |\xi|^{-2} e^{-\nu |\xi|^2}$. Using the fact that
\[
e^{-\nu |\xi|^2} |\xi|^{-2} = \nu \int_t^\infty e^{-\nu t' |\xi|^2} dt',
\]
we get that
\[
\Gamma^{j}_{k, \ell}(t, x) = \nu i \int_t^\infty \int_{\mathbb{R}^d} \xi_j \xi_\ell e^{i(x|\xi| - \nu t' |\xi|^2} dt' d\xi
\]
\[
= \nu \partial_j \partial_\ell \int_t^\infty \int_{\mathbb{R}^d} e^{i(x|\xi| - \nu t' |\xi|^2} dt' d\xi.
\]
Using the formula about the Fourier transform of the Gaussian functions, we get
\[
\Gamma^{j}_{k, \ell}(t, x) = \nu \partial_j \partial_\ell \int_t^\infty \frac{1}{(4\pi \nu t')^{\frac{d}{2}}} e^{-\frac{|x|^2}{4\nu t'}} dt'
\]
\[
= \frac{\nu}{\pi^{\frac{d}{2}}} \int_t^\infty \frac{1}{(4\pi \nu t')^{\frac{d}{2}}} \Psi^{j}_{k, \ell} \left( \frac{x}{\sqrt{4\nu t'}} \right) dt' \quad \text{with}
\]
\[
\Psi^{j}_{k, \ell}(z) \overset{\text{def}}{=} \partial_j \partial_\ell e^{-|z|^2}.
\]
Changing variable $r = (4\nu t')^{-1} |x|^2$ gives
\[
|\Gamma^{j}_{k, \ell}(t, x)| \leq \frac{\nu}{\pi^{\frac{d}{2}} |x|^2} \int_0^\infty r \Psi^{j}_{k, \ell} \left( \frac{x}{|x|^2 r} \right) dr.
\]
This implies that
\[ |\Gamma_{k,\ell}^j(t, x)| \leq c \min\left\{ \frac{1}{(\nu t)^2}, \frac{1}{|x|^4} \right\} \quad \text{and thus} \quad \|\Gamma_{k,\ell}^j(t, \cdot)\|_{L^s} \leq \frac{C}{(\nu t)^{2 - \frac{3}{2s}}}.
\]

In order to prove the continuity, let us observe that, for \( 0 \leq c \leq t_1 \leq t_2 \), we have
\[ |\Gamma_{k,\ell}^j(t_2, x) - \Gamma_{k,\ell}^j(t_1, x)| \leq C \int_{|x|^2}^{t_2} \frac{r e^{-r}}{4t} \, dr.
\]

This implies that
\[ |\Gamma_{k,\ell}^j(t_2, x) - \Gamma_{k,\ell}^j(t_1, x)| \leq C \min\left\{ \frac{t_2^2 - t_1^2}{(\nu t_1 t_2)^2}, \frac{1}{|x|^4} \right\}.
\]

The proposition is proved.

Let us go back to proof of the lemma. Thanks to Young’s and Hölder inequality and the condition
\[ \frac{1}{r} \leq \frac{1}{p} + \frac{1}{q} \leq 1,
\]
we have, using Proposition 1.4.1 with \( s \) defined by \( 1 + \frac{1}{r} = \frac{1}{s} + \frac{1}{p} + \frac{1}{q} \),
\[ \|B(u, v)(t)\|_{L^r} \leq C \int_0^t \frac{1}{\sqrt{\nu(t - t')}^{1-3(1+\frac{1}{p} - \frac{1}{q})}} \|u(t')\|_{L^p} \|v(t')\|_{L^q} \, dt'.
\]

By definition of the \( K_p(T) \) norms, we get that
\[ \|B(u, v)(t)\|_{L^r} \leq \frac{C}{\nu} \left( t \right)^{\frac{1}{2} \left( 1 - \frac{1}{p} \right)} \|u\|_{K_p(T)} \|v\|_{K_q(T)}.
\]

Lemma 1.4.1 is proved.

Now Lemma 1.1.1 implies Theorem 1.4.2.

**Proof of Theorem 1.4.1** Thanks to (1.16) and (1.17), we can apply Theorem 1.4.2 with \( p \) equal to 6 locally for any initial data and globally for small initial data.

We have existence and uniqueness in the space \( K_6(T) \) for small enough \( T \) of for \( T = \infty \) for small enough initial data. The two points which remain unproven are:

- the solution \( u \) is continuous with value in \( L^3 \),
- this solution is unique among all the continuous functions with value in \( L^3 \).

Those two problems are solved using a method which turns out to be important in the study of Navier-Stokes equations or of \((GNS_{\nu})\): it consists in considering the new unknown
\[ w \overset{\text{def}}{=} u - e^{\nu t \Delta} u_0.
\]
The idea is that $w$ is better behaved than $u$. Obviously, we have $w = B(u, u)$. Lemma 1.4.1 applied with $p = q = 6$ and $r = 3$ implies that $w \in C([0, T]; L^3(R^3))$. The continuity of $w$ in the origin will follow from the fact that, still using Lemma 1.4.1, we have

$$\|w\|_{L^\infty([0, t]; L^3)} \leq \frac{C}{t^{\nu/2}}\|u\|^2_{K_6(t)}.$$

But, Lemma 1.1.1 tells us that

$$\|u\|_{K_6(t)} \leq 2\|e^{\nu t\Delta} u_0\|_{K_6(t)}.$$

Remarks (1.16) and (1.17) then implies

$$\lim_{t \to 0} \|w\|_{L^\infty([0, t]; L^3)} = 0.$$

As the heat flow is continuous with values in $L^3$, we have proved that the solution $u$ is continuous with values in $L^3$.

Let us prove now that there is at most one solution in the space $C([0, T]; L^3)$. Let us observe that, applying Lemma 1.4.1 with $p = q = 3$ and $r = 2$ implies that $w = B(u, u) \in K_2(T)$.

In particular, $w$ belongs to $C([0, T]; L^2)$. Let us consider two solutions $u_j$ of $(GNS_\nu)$ in the space $C([0, T]; L^3)$ associated with the same initial data and let us denote by $u_{21}$ the difference $u_2 - u_1$, which coincides with the difference $w_2 - w_1$. Thus it belongs to $C([0, T]; L^2)$ and satisfies

$$\begin{cases}
\partial_t u_{21} - \nu\Delta u_{21} = f_{21} \\
u_{21}|_{t=0} = 0
\end{cases}$$

with

$$f_{21} = Q(e^{\nu t\Delta} u_0, u_{21}) + Q(u_{21}, e^{\nu t\Delta} u_0) + Q(u_2, u_{21}) + Q(u_1, w_1).$$

Thanks to Sobolev embeddings, we have

$$\|Q(a, b)\|_{\dot{H}^{-\frac{1}{2}}} \leq C \sup_{1 \leq k, \ell \leq d} \|a^k b^\ell\|_{\dot{H}^{-\frac{1}{2}}}$$

$$\leq C \sup_{1 \leq k, \ell \leq d} \|a^k b^\ell\|_{L^\frac{3}{2}}$$

$$\leq C\|a\|_{L^3}\|b\|_{L^{\frac{3}{2}}}.$$ 

Thus, the external force $f_{21}$ belongs in particular to $L^2([0, T]; \dot{H}^{-\frac{1}{2}})$. As $u_{21}$ is the unique solution in the space of continuous functions with value in $\mathcal{S}'$, we infer that $u_{21}$ belongs to

$$L^\infty([0, T]; \dot{H}^{-\frac{1}{2}}) \cap L^2([0, T]; \dot{H}^{\frac{1}{2}})$$

and satisfies, thanks to Lemma 1.2.2,

$$\|u_{21}(t)\|^2_{\dot{H}^{-\frac{1}{2}}} + 2\nu \int_0^t \|u_{21}(t')\|^2_{\dot{H}^{-\frac{1}{2}}} dt' = 2 \int_0^t \langle f_{21}(t'), u_{21}(t') \rangle_{\dot{H}^{-\frac{1}{2}}} dt'$$

$$\leq 2 \int_0^t \|f_{21}(t')\|_{\dot{H}^{-\frac{1}{2}}} \|u_{21}(t')\|_{\dot{H}^{\frac{1}{2}}} dt'.$$
As the space is continuous and compactly supported functions in dense in $L^3$, we decompose $u_0$ as a sum of a small function in the sense of the $L^3$ norm and a function of $L^6$.

$$u_0 = u_0^a + u_0^b \quad \text{with} \quad \|u_0^a\|_{L^3} \leq c\nu \quad \text{and} \quad u_0^b \in L^6. \quad (1.23)$$

Stating

$$g_{21} \overset{\text{def}=}{=} f_{21} - Q(e^{\nu t\Delta}u_0^a, u_{21}) - Q(u_{21}, e^{\nu t\Delta}u_0^b)$$

and applying (1.20) gives, again thanks to Sobolev embeddings,

$$A_{21}(t) \overset{\text{def}=}{=} \|g_{21}(t)\|_{\dot{H}^{-\frac{3}{2}}} \leq C\left(\|e^{\nu t\Delta}u_0^a\|_{L^3} + \|u_{21}\|_{K_3(t)} + \|w_2\|_{K_3(t)}\right)\|u_{21}(t)\|_{L^3} \leq C\left(\|u_0^a\|_{L^3} + \|u_{21}\|_{K_3(t)} + \|w_2\|_{K_3(t)}\right)\|u_{21}(t)\|_{\dot{H}^{\frac{1}{2}}}.$$  

If $t$ is small enough, and $c$ choosen small enough in (1.23), we get

$$A_{21}(t) \leq \frac{L}{4}\|u_{21}(t)\|_{\dot{H}^{\frac{1}{2}}}. \quad (1.24)$$

Still using the Sobolev embeddings and the Hölder inequality, we can write that

$$B_{21}(t) \overset{\text{def}=}{=} \|Q(e^{\nu t\Delta}u_0^a, u_{21}) + Q(u_{21}, e^{\nu t\Delta}u_0^b)\|_{\dot{H}^{-\frac{3}{2}}} \leq C\sup_{1 \leq k, \ell \leq d} \|(e^{\nu t\Delta}u_0^{a,b})u_{21}\|_{L^2_{a,b}} \leq C\|e^{\nu t\Delta}u_0^a\|_{L^6} \|u_{21}\|_{L^2}.$$  

Using the fact that the heat flow is a contraction of the $L^p$ spaces, and then the interpolation inequality between $\dot{H}^{-\frac{1}{2}}$ and $\dot{H}^{\frac{1}{2}}$, we get

$$B_{21}(t) \leq C\|u_0^a\|_{L^6} \|u_{21}(t)\|_{\dot{H}^{-\frac{1}{2}}} \|u_{21}(t)\|_{\dot{H}^{\frac{1}{2}}}.$$  

Then using (1.22) and (1.24), we infer that

$$\|u_{21}(t)\|_{\dot{H}^{-\frac{1}{2}}} + \frac{3}{2} \nu \int_0^t \|u_{21}(t')\|_{\dot{H}^{\frac{1}{2}}}^2 dt' \leq C\|u_0^a\|_{L^6} \int_0^t \|u_{21}(t')\|_{\dot{H}^{\frac{1}{2}}} \|u_{21}(t')\|_{\dot{H}^{\frac{1}{2}}} dt'.$$

Then, using the classical convexity inequality $ab \leq \frac{1}{4}a^4 + \frac{3}{4}b^4$, we get

$$\|u_{21}(t)\|_{\dot{H}^{-\frac{1}{2}}} + \nu \int_0^t \|u_{21}(t')\|_{\dot{H}^{\frac{1}{2}}}^2 dt' \leq \frac{C}{\nu^3}\|u_0^a\|_{L^6}^4 \int_0^t \|u_{21}(t')\|_{\dot{H}^{\frac{1}{2}}}^2 dt'.$$

Gronwall lemma implies that $u_{21} \equiv 0$. Theorem 1.4.1 is proved.

### 1.5 References and Remarks

The mathematical theory of the incompressible Navier-Stokes system has been founded by J. Leray in 1934 in his famous paper [41]. The concept of weak solutions is introduced and the existence of such solutions is proved. The regularity properties of those weak solutions has
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been studied (see in particular [2]). In this seminal paper [41], J. Leray also proved that if the initial data satisfies a smallness condition of the type
\[ \|u_0\|_{L^2} \|\nabla u_0\|_{L^2} \leq c\nu^2 \quad \text{or} \quad \|u_0\|_{L^2}^2 \|\nabla u_0\|_{L^\infty} \leq c\nu^3, \]
then the solution exists in a space which ensures the uniqueness of such a solution. The smallness condition has been improved by H. Fujita and T. Kato in 1964. In [22], they essentially proved Theorem 1.2.2. The proof presented here relies mainly on Sobolev inequalities. The proof of these classical inequalities given here comes from [8].

The global stability Theorem 1.3.2 has been proved by I. Gallagher, D. Iftimie and F. Planchon in [26] and the idea of Corollary 1.3.1 can be founded in [48]. The existence part of Theorem 1.4.1 is closed to T. Kato’s Theorem of 1972 proved in [36]. The uniqueness of solutions continuous solutions with value in \( L^3 \) has been proved by G. Furioli, P.-G. Lemarié-Rieusset and E. Terraneo in [23]. The proof of Proposition 1.4.1 follows the computations done for instance by F. Vigneron in [57].
Chapter 2

Littlewood-Paley theory

2.1 Localization in frequency space

The very basic idea of this theory consists in a localization procedure in the frequency space. The interest of this method is that the derivatives (or more generally Fourier multipliers) act in a very special way on distributions the Fourier transform of which is supported in a ball or a ring. More precisely, we have the following lemma.

Lemma 2.1.1 Let $C$ be a ring, $B$ a ball. A constant $C$ exists so that, for any non negative integer $k$, any smooth homogeneous function $\sigma$ of degree $m$, any couple of real $(a, b)$ so that $b \geq a \geq 1$ and any function $u$ of $L^a$, we have

$$\text{Supp } \hat{\sigma} u \subset \lambda B \Rightarrow \sup_{\alpha=k} \| \partial^\alpha u \|_{L^b} \leq C^{k+1} \lambda^{k+d(\frac{1}{a} - \frac{1}{b})} \|u\|_{L^a};$$

$$\text{Supp } \hat{\sigma} u \subset \lambda C \Rightarrow \sup_{\alpha=k} \| \partial^\alpha u \|_{L^b} \leq C^{k+1} \lambda^{k} \|u\|_{L^a};$$

$$\text{Supp } \hat{\sigma} u \subset \lambda C \Rightarrow \| \sigma(D) u \|_{L^b} \leq C_{\sigma,m} \lambda^{m+d(\frac{1}{a} - \frac{1}{b})} \|u\|_{L^a}.$$ 

Proof of Lemma 2.1.1 Using a dilation of size $\lambda$, we can assume all along the proof that $\lambda = 1$. Let $\phi$ be a function of $D(\mathbb{R}^d)$, the value of which is 1 near $B$. As $\hat{u}(\xi) = \phi(\xi) \hat{u}(\xi)$, we can write, if $g$ denotes the inverse fourier transform of $\phi$,

$$\partial^\alpha u = \partial^\alpha g \ast u.$$  

Applying Young inequalities the result follows through

$$\| \partial^\alpha g \|_{L^c} \leq \| \partial^\alpha g \|_{L^\infty} + \| \partial^\alpha g \|_{L^1} \leq 2 \|(1 + | \cdot |^2)^d \partial^\alpha g \|_{L^\infty} \leq 2 \|(\text{Id} - \Delta)^d (\cdot)^\alpha \phi \|_{L^1} \leq C^{k+1}.$$ 

To prove the second assertion, let us consider a function $\tilde{\phi}$ which belongs to $D(\mathbb{R}^d \setminus \{0\})$ the value of which is identically 1 near the ring $C$. Using the algebraic identity

$$|\xi|^2 k = \sum_{1 \leq j_1, \ldots, j_k \leq d} \xi_{j_1}^2 \cdots \xi_{j_k}^2 = \sum_{|\alpha|=k} (i\xi)^\alpha (-i\xi)^\alpha,$$  

(2.1)
and stating $g_\alpha \overset{\text{def}}{=} \mathcal{F}^{-1}(i\xi)^\alpha |\xi|^{-2k}\tilde{\phi}(\xi)$, we can write, as $\hat{u} = \tilde{\phi}\hat{u}$ that

$$\hat{u} = \sum_{|\alpha|=k} (-i\xi)^\alpha g_\alpha \hat{u},$$

which implies that

$$u = \sum_{|\alpha|=k} g_\alpha \ast \partial^\alpha u$$

(2.2)

and then the result. In order to prove the third assertion, let us observe that the function $\tilde{\phi}\sigma$ is smooth and compactly supported. Thus stating $g_\sigma \overset{\text{def}}{=} \mathcal{F}^{-1}(\tilde{\phi}\sigma)$, we have that $\sigma(D)u = g_\sigma \ast u$ and then

$$\|\sigma(D)u\|_{L^b} \leq C\|u\|_{L^a} \leq C\|u\|_{L^a}.$$ This proves the whole lemma.

The following lemma is in the same spirit. It describes the action of the semi-group of the heat equation on distributions the Fourier transform of which is supported in a ring.

**Lemma 2.1.2** Let $C$ be a ring. Two positive constants $c$ and $C$ exist such that, for any real $a$ greater than 1, any couple $(t, \lambda)$ of positive real numbers, we have

$$\text{Supp } \hat{u} \subset \lambda C \Rightarrow \|e^{t\Delta}u\|_{L^a} \leq Ce^{-ct\lambda^2}\|u\|_{L^a}.$$ 

**Proof of Lemma 2.1.2** Again, let us consider a function $\phi$ of $\mathcal{D}(\mathbb{R}^d \setminus \{0\})$, the value of which is identically 1 near the ring $C$. Let us also assume that $\lambda = 1$. Then, we have

$$e^{t\Delta}u = \phi(D)e^{t\Delta}u = \mathcal{F}^{-1}\left(\phi(\xi)e^{-t|\xi|^2}\hat{u}(\xi)\right) = g(t, \cdot) \ast u \text{ with }$$

$$g(t, x) \overset{\text{def}}{=} (2\pi)^{-d} \int e^{i(x|\xi)}\phi(\xi)e^{-t|\xi|^2}d\xi.$$ (2.3)

If we prove that two strictly positive real numbers $c$ and $C$ exist such that, for all strictly positive $t$, we have

$$\|g(t, \cdot)\|_{L^1} \leq Ce^{-ct},$$ (2.4)

then the lemma is proved. Let us do integrations by part in (2.3). We get

$$g(t, x) = (1 + |x|^2)^{-d} \int (1 + |x|^2)^d e^{i(x|\xi)}\phi(\xi)e^{-t|\xi|^2}d\xi$$

$$= (1 + |x|^2)^{-d} \int (|\text{Id} - \Delta|)^d e^{i(x|\xi)}\phi(\xi)e^{-t|\xi|^2}d\xi$$

$$= (1 + |x|^2)^{-d} \int_{\mathbb{R}^d} e^{i(x|\xi)}(\text{Id} - \Delta)^d\left(\phi(\xi)e^{-t|\xi|^2}\right)d\xi.$$ Through Leibnitz’s formula, we obtain

$$(\text{Id} - \Delta)^d\left(\phi(\xi)e^{-t|\xi|^2}\right) = \sum_{\beta \leq |\alpha| \leq 2d} C^d_{\beta} \left(\partial^{(\alpha - \beta)}\phi(\xi)\right)\left(\partial^\beta e^{-t|\xi|^2}\right).$$
The Faà-di-Bruno’s formula tells us that
\[
e^{t|\xi|^2} \partial^\beta (e^{-t|\xi|^2}) = \sum_{\beta_1 + \cdots + \beta_m = \beta, |\beta_j| \geq 1} (-t)^m \prod_{j=1}^m \partial^{\beta_j}(|\xi|^2).
\]

As the support of $\phi$ is included in a ring, it turns out that it exists a couple $(c, C)$ of strictly positive real numbers such that, for any $\xi$ in the support of $\phi$,
\[
\left| \left( \partial^{(a-b)} \phi(\xi) \right) \left( \partial^\beta e^{-t|\xi|^2} \right) \right| \leq C(1 + t)|\beta| e^{-t|\xi|^2}
\[
\leq C(1 + t)|\beta| e^{-ct}.
\]

Thus we have proved that $|g(t, x)| \leq (1 + |x|^2)^{-d} e^{-ct}$, which proves Inequality (2.4).

Using Lemmas 2.1.1 and 2.1.2 together with Duhamel’s formula, we infer immediately the following corollary.

**Corollary 2.1.1** Let $\mathcal{C}$ be a ring. Two positive constants $c$ and $C$ exist such that, for any real $a$ greater than 1, any positive $\lambda$ and any $f$ satisfying, for any $t \in [0, T]$, $\text{Supp} \ \hat{f}(t) \subset \lambda \mathcal{C}$, we have for $u$ the solution of
\[
\partial_t u - \nu \Delta u = f \quad \text{and} \quad u|_{t=0} = 0.
\]
and for any $(a, b, p, q) \in [1, \infty]^4$ such that $b \geq a$ and $p \geq q$
\[
\|u\|_{L^a([0,T];L^b)} \leq C(\nu \lambda^2)^{-1+\left(\frac{1}{p} - \frac{1}{q}\right)} \chi^{d\left(\frac{1}{p} - \frac{1}{q}\right)} \|f\|_{L^p([0,T];L^q)}.
\]

Now, let us define a dyadic partition of unity. We shall use it all along this text.

**Proposition 2.1.1** Let us define by $\tilde{\mathcal{C}}$ the ring of center 0, of small radius 3/4 and great radius 8/3. It exists two radial functions $\chi$ and $\varphi$ the values of which are in the interval $[0, 1]$, belonging respectively to $\mathcal{D}(B(0, 4/3))$ and to $\mathcal{D}(\mathcal{C})$ such that
\[
\forall \xi \in \mathbb{R}^d, \ \chi(\xi) + \sum_{j \geq 0} \varphi(2^{-j} \xi) = 1,
\]
\[
\forall \xi \in \mathbb{R}^d \setminus \{0\}, \ \sum_{j \in \mathbb{Z}} \varphi(2^{-j} \xi) = 1,
\]
\[
|j - j'| \geq 2 \Rightarrow \text{Supp} \ \varphi(2^{-j'} \cdot) \cap \text{Supp} \ \varphi(2^{-j} \cdot) = \emptyset,
\]
\[
j \geq 1 \Rightarrow \text{Supp} \ \chi \cap \text{Supp} \ \varphi(2^{-j} \cdot) = \emptyset.
\]
If $\tilde{\mathcal{C}} = B(0, 2/3) + \mathcal{C}$, then $\tilde{\mathcal{C}}$ is a ring and we have
\[
|j - j'| \geq 5 \Rightarrow 2^{j'} \tilde{\mathcal{C}} \cap 2^j \mathcal{C} = \emptyset,
\]
\[
\forall \xi \in \mathbb{R}^d, \ \frac{1}{3} \leq \chi^2(\xi) + \sum_{j \geq 0} \varphi^2(2^{-j} \xi) \leq 1,
\]
\[
\forall \xi \in \mathbb{R}^d \setminus \{0\}, \ \frac{1}{2} \leq \sum_{j \in \mathbb{Z}} \varphi^2(2^{-j} \xi) \leq 1.
\]
Proof of Proposition 2.1.1 Let us choose $\alpha$ in the interval $]1, 4/3[$ let us denote by $C'$ the ring of small radius $\alpha^{-1}$ and big radius $2\alpha$. Let us choose a smooth function $\theta$, radial with value in $[0, 1]$, supported in $C$ with value 1 in the neighbourhood of $C'$. The important point is the following. For any couple of integers $(p, q)$ we have
\[ |j - j'| \geq 2 \Rightarrow 2^j C \cap 2^{j'} C = \emptyset. \tag{2.12} \]
Let us suppose that $2^j C \cap 2^{j'} C = \emptyset$ and that $j' \geq j$. It turns out that $2^j \times 3/4 \leq 4 \times 2^{j+1} / 3$, which implies that $j' - j \leq 1$. Now let us state
\[ S(\xi) = \sum_{j \in \mathbb{Z}} \theta(2^{-j} \xi). \]
Thanks to (2.12), this sum is locally finite on the space $\mathbb{R}^d \setminus \{0\}$. Thus the function $S$ is smooth on this space. As $\alpha$ is greater than 1,
\[ \bigcup_{j \in \mathbb{Z}} 2^j C' = \mathbb{R}^d \setminus \{0\}. \]
As the function $\theta$ is non negative and has value 1 near $C'$, it comes from the above covering property that the above function is positive. Then let us state
\[ \varphi = \theta \frac{S}{\theta}. \tag{2.13} \]
Let us check that $\varphi$ fits. It is obvious that $\varphi \in D(C)$. The function $1 - \sum_{j \geq 0} \varphi(2^{-j} \xi)$ is smooth thanks to (2.12). As the support of $\theta$ is included in $C$, we have
\[ |\xi| \geq \frac{4}{3} \Rightarrow \sum_{j \geq 0} \varphi(2^{-j} \xi) = 1. \tag{2.14} \]
Thus stating
\[ \chi(\xi) = 1 - \sum_{j \geq 0} \varphi(2^{-j} \xi), \tag{2.15} \]
we get Identities (2.5) and (2.7). Identity (2.8) is a obvious consequence of (2.12) and of (2.14). Now let us prove (2.9) which will be useful in Section 2.5. It is clear that the ring $\tilde{C}$ is the ring of center 0, of small radius $1/12$ and of big radius $10/3$. Then it turns out that
\[ 2^p \tilde{C} \cap 2^j C \neq \emptyset \Rightarrow \left( \frac{3}{4} \times 2^j \leq 2^p \times \frac{10}{3} \text{ or } \frac{1}{12} \times 2^p \leq 2^{j+1} / 3 \right), \]
and (2.9) is proved. Now let us prove (2.10). As $\chi$ and $\varphi$ have their values in $[0, 1]$, it is clear that
\[ \chi^2(\xi) + \sum_{j \geq 0} \varphi^2(2^{-j} \xi) \leq 1. \tag{2.16} \]
Let us bound from below the sum of squares. The notation $a \equiv b(2)$ means that $a - b$ is even. So we have
\[ \Sigma_0(\xi) = \sum_{j=0(2), j \geq 0} \varphi(2^{-j} \xi) \text{ and } \Sigma_1(\xi) = \sum_{j=1(2), j \geq 0} \varphi(2^{-j} \xi). \]
From this it comes that $1 \leq 3(\chi^2(\xi) + \Sigma_0^2(\xi) + \Sigma_1^2(\xi))$. But thanks to (2.7), we get
\[ \Sigma_1^2(\xi) = \sum_{j \geq 0, q \equiv 1(2)} \varphi^2(2^{-j} \xi) \]
and the proposition is proved.
We shall consider all along this text two fixed functions $\chi$ and $\varphi$ satisfying the assertions (2.5)–(2.10). Now let us fix the notations that will be used in all the following of this text.

**Notations**

\[ h = \mathcal{F}^{-1} \varphi \quad \text{and} \quad \bar{h} = \mathcal{F}^{-1} \chi, \]

\[ \Delta_{-1} u = \chi(D) u = \mathcal{F}^{-1}(\chi(\xi) \hat{\varphi}(\xi)), \]

if \( j \geq 0 \), \( \Delta_j u = \varphi(2^{-j} D) u = 2^{jd} \int_{\mathbb{R}^d} h(2^j y) u(x - y) dy, \)

if \( j \leq -2 \), \( \Delta_j u = 0, \)

\[ S_j u = \sum_{j' \leq j - 1} \Delta_{j'} u = \chi(2^{-j} D) u = 2^{jd} \int_{\mathbb{R}^d} \bar{h}(2^j y) u(x - y) dy, \]

if \( j \in \mathbb{Z} \), \( \hat{S}_j u = \sum_{j' \leq j - 1} \hat{\Delta}_{j'} u. \)

**Remark** Let us point that all the above operators $\Delta_j$ and $S_j$ maps $L^p$ into $L^p$ with norms which do not depend on $q$. This fact will be used all along this book.

Now let us have a look of the case when we may write

\[ \text{Id} = \sum_j \Delta_j \quad \text{or} \quad \text{Id} = \sum_j \hat{\Delta}_j. \]

This is described by the following proposition, the proof of which is left as an exercise.

**Proposition 2.1.2** Let $u$ be in $S'(\mathbb{R}^d)$. Then, we have, in the sense of the convergence in the space $S'(\mathbb{R}^d)$,

\[ u = \lim_{j \to \infty} S_j u. \]

The following proposition tells us that the condition of convergence in $S'$ is somehow weak for series, the Fourier transform of which is supported in dyadic rings.

**Proposition 2.1.3** Let $(u_j)_{j \in \mathbb{N}}$ be a sequence of bounded functions such that the Fourier transform of $u_j$ is supported in $2^j \hat{C}$ where $\hat{C}$ is a given ring. Let us assume that

\[ \|u_j\|_{L^\infty} \leq C 2^{jN}. \]

Then the series $(u_j)_{j \in \mathbb{N}}$ is convergent in $S'$.

**Proof of Proposition 2.1.3** Let us use the relation (2.2). After rescaling it can be written

\[ u_j = 2^{-jk} \sum_{|\alpha| = k} 2^{jd} g_\alpha(2^j \cdot) \ast \partial^\alpha u_j. \]

Then for any test function $\phi$ in $S$, let us write that

\[ \langle u_j, \phi \rangle = 2^{-jk} \sum_{|\alpha| = k} \langle u_j, 2^{jd} \hat{g}_\alpha(2^j \cdot) \ast (\partial^\alpha \phi) \rangle \]

\[ \leq C 2^{-jk} \sum_{|\alpha| = k} 2^{jN} \|\partial^\alpha \phi\|_{L^1}. \]
Let us choose \( k > N \). Then \( \langle u_j, \phi \rangle \) is a convergent series, the sum of which is less than \( C\|\phi\|_{M,S} \) for some integer \( M \). Thus the formula

\[
\langle u, \phi \rangle \overset{\text{def}}{=} \lim_{j \to \infty} \sum_{j' \leq j} \langle \Delta_j u, \phi \rangle
\]

defines a tempered distribution.

For the case of the operators \( \hat{\Delta}_j \), the problem is a little bit more delicate. Obviously, it is not true for \( u = 1 \) because, for any integer \( j \), we have \( \hat{\Delta}_j 1 = 0 \). This leads to the following definition.

**Definition 2.1.1** Let us denote by \( S'_h \) the space of tempered distribution such that

\[
\lim_{j \to -\infty} \hat{S}_j u = 0 \quad \text{in} \quad S'.
\]

**Examples**

- If a tempered distribution \( u \) is such that its Fourier transform \( \hat{u} \) is locally integrable near 0, then \( u \) belongs to \( S'_h \).

- If \( u \) is a tempered distribution such that for some function \( \theta \) in \( D(\mathbb{R}^d) \) with value 1 near the origin, we have \( \theta(D)u \) in \( L^p \) for some \( p \in [1, +\infty] \), then \( u \) belongs to \( S'_h \).

- A non zero constant function \( u \) does not belong to \( S'_h \) because \( \hat{S}_j u = u \) for any \( j \) in \( \mathbb{Z} \).

**Remarks**

- The space \( S'_h \) is exactly the space of tempered distributions for which we may write

\[
u = \sum_j \hat{\Delta}_j u.
\]

- The fact that \( u \) belongs to \( S'_h \) or not is an information about low frequencies.

- The space \( S'_h \) is not a closed subspace of \( S' \) for the topology of weak convergence.

- It is an exercise left to the reader to prove that \( u \) belongs to \( S'_h \) if and only if, for any \( \theta \) in \( D(\mathbb{R}^d) \) with value 1 near the origin, we have \( \lim_{\lambda \to \infty} \theta(\lambda D)u = 0 \) in \( S' \).

### 2.2 Homogeneous Besov spaces

**Definition 2.2.1** Let \( u \) be a tempered distribution, \( s \) a real number, and \( (p,r) \in [1, +\infty]^2 \). The space \( \dot{B}^s_{p,r} \) is the space of distribution in \( S'_h \) such that

\[
\|u\|_{\dot{B}^s_{p,r}} \overset{\text{def}}{=} \left( \sum_{j \in \mathbb{Z}} 2^{rqs} \|\hat{\Delta}_j u\|_{L^p}^r \right)^{\frac{1}{r}}.
\]

There are two important facts to point out. The first one is about the homogeneity. If \( u \) is a tempered distribution, then let us consider for any integer \( N \), the tempered distribution \( u_N \) defined by \( u_N \overset{\text{def}}{=} u(2^N \cdot) \). We have the following proposition.
Proposition 2.2.1 If $\|u\|_{\dot{B}^s_{p,r}}$ is finite, so it is for $u_N$ and we have

$$\|u_N\|_{\dot{B}^s_{p,r}} = 2^{N(s - \frac{d}{p})}\|u\|_{\dot{B}^s_{p,r}}.$$  

Proof of Proposition 2.2.1 We go back to the definition of the operator $\dot{\Delta}_j$. This gives

$$\dot{\Delta}_j u_N(x) = 2^{jd} \int h(2^j(x - y)) u_N(y) dy$$

By the change of variables $z = 2^N y$, we get that

$$\dot{\Delta}_j u_N(x) = 2^{jd} \int h(2^j(2^N (x - z))) u(z) dz$$

So it turns out that

$$\|\dot{\Delta}_j u_N\|_{L^p} = 2^{-N\frac{d}{p}} \|\dot{\Delta}_{j-N} u\|_{L^p}.$$  

And the proposition follows immediately by summation.

Theorem 2.2.1 The space $(\dot{B}^s_{p,r}, \| \cdot \|_{\dot{B}^s_{p,r}})$ is a normed space. Moreover, if $s < \frac{d}{p}$, then $(\dot{B}^s_{p,r}, \| \cdot \|_{\dot{B}^s_{p,r}})$ is a Banach space. For any $p$, the space $\dot{B}^d_{p,1}$ is also a Banach space.

Proof of Theorem 2.2.1 It is obvious that $\| \cdot \|_{\dot{B}^s_{p,r}}$ is a semi-norm. Let us assume that for some $u \in S'_h$, $\|u\|_{\dot{B}^s_{p,r}} = 0$. This implies that the support of $\hat{u}$ is included in $\{0\}$ and thus that, for any $j \in \mathbb{Z}$, $\dot{\Delta}_j u = 0$. As $u$ belongs to $S'_h$, this implies that $u = 0$.

Let us prove the second part of the theorem. First let us prove that those spaces are continuously embedded in $S'$. Thanks to Lemma 2.1.1, we have

$$\|\dot{\Delta}_j u\|_{L^\infty} \leq C 2^{j\frac{d}{p}} \|\dot{\Delta}_j u\|_{L^p}.$$  

Thus, if $u$ belongs to $\dot{B}^d_{p,1}$, the series $(\dot{\Delta}_j u)_{j \in \mathbb{Z}}$ is convergent in $L^\infty$. As $u$ belongs to $S'_h$, this implies that $u$ belongs to $L^\infty$ and that

$$\|u\|_{L^\infty} \leq C \|u\|_{\dot{B}^d_{p,1}}.$$  

In particular, the space $\dot{B}^d_{p,1}$ is continuously embedded in $L^\infty$ (and thus in $S'$). In the case when $s < d/p$, let us write that, for negative $j$ and for large enough $M$,

$$|\langle \dot{\Delta}_j u, \phi \rangle| \leq \|\dot{\Delta}_j u\|_{L^\infty} \|\phi\|_{L^1} \leq 2^j \|\dot{\Delta}_j u\|_{L^p} \|\phi\|_{L^1} \leq C 2^{j(\frac{d}{p} - s)} \|u\|_{\dot{B}^s_{p,r}} \|\phi\|_{M,S}.$$  
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For non negative $j$, formula (2.2) applied with $u = \hat{\Delta}ju$ gives (after a dilation by $2^j$)

$$\hat{\Delta}ju = 2^{-jk} \sum_{|\alpha|=k} \partial^\alpha (2^jg_\alpha(2^j\cdot) \ast \hat{\Delta}ju) \quad \text{with} \quad g_\alpha = \mathcal{F}^{-1}(i\xi)^\alpha |\xi|^{-2k}\tilde{\phi}(\xi).$$

Thus we infer that

$$\langle \hat{\Delta}ju, \phi \rangle = 2^{-jk} \sum_{|\alpha|=k} \langle \partial^\alpha (2^jg_\alpha(2^j\cdot) \ast \hat{\Delta}ju), \phi \rangle$$

$$\leq \|\hat{\Delta}ju\|_{L^\infty} 2^{-jk} \|\phi\|_{M_k,S}$$

for large enough $M_k$. By definition of $\hat{B}_{p,r}^\ast$, this gives $\langle \hat{\Delta}ju, \phi \rangle \leq C2^j(\frac{s}{p}-\frac{s}{r}-k)\|u\|_{\hat{B}_{p,r}^\ast} \|\phi\|_{M_k,S}$.

Choosing $k$ greater than $s - \frac{d}{p}$ and then $M_k$ large enough, gives, using the fact that $u$ is in $S'_{h}$ and the inequality (2.20), gives

$$\langle u, \phi \rangle \leq C\|u\|_{B_{p,r}^\ast} \|\phi\|_{M_k,S}. \quad \text{(2.21)}$$

Let $(s, p, r)$ satisfying the hypothesis of the theorem and let us consider a Cauchy sequence $(u_n)_{n \in \mathbb{N}}$ in $\hat{B}_{p,r}^\ast$. Using (2.19) or (2.21), this implies that a tempered distribution $u$ exists such that the sequence $(u_n)_{n \in \mathbb{N}}$ converges to $u$ in $S'$. The main point of the proof consists in proving that this distribution $u$ belongs to $S'_{h}$. If $s < d/p$, as, for any $n$, $u_n$ belongs to $S'_{h}$, we have, thanks to (2.21),

$$\forall j \in \mathbb{Z}, \forall n \in \mathbb{N}, |\langle \hat{\Delta}ju_n, \phi \rangle| \leq C_2 2^j(\frac{s}{p}-\frac{d}{p}) \sup_n \|u_n\|_{\hat{B}_{p,r}^\ast} \|\phi\|_{M,S}.$$ 

As the sequence $(u_n)_{n \in \mathbb{N}}$ tends to $u$ in $S'$, we have

$$\forall j \in \mathbb{Z}, |\langle \hat{\Delta}ju, \phi \rangle| \leq C_2 2^j(\frac{s}{p}-\frac{d}{p}) \sup_n \|u_n\|_{\hat{B}_{p,r}^\ast} \|\phi\|_{M,S}.$$ 

Thus $u$ belongs to $S'_{h}$. The case when $u$ belongs to $\hat{B}_{p,r}^\ast$ is a little bit different. As $(u_n)_{n \in \mathbb{N}}$ is a Cauchy sequence in $\hat{B}_{p,1}^{\frac{d}{p}}$ and using (2.19), we claim that

$$\forall \varepsilon, \exists n_0 / \forall j \in \mathbb{Z}, \forall n \geq n_0, \sum_{k \leq j} \|\hat{\Delta}ku_n\|_{L^\infty} \leq \frac{\varepsilon}{2} + \sum_{k \leq j} \|\hat{\Delta}ku_{n_0}\|_{L^\infty}.$$ 

Let us choose $j_0$ small enough such that

$$\forall j \leq j_0, \sum_{k \leq j} \|\hat{\Delta}ku_{n_0}\|_{L^\infty} \leq \frac{\varepsilon}{2}.$$ 

As $u_n$ belongs to $S'_{h}$, we have, for any $j \leq j_0$ and any $n \geq n_0$, $\|\hat{\Delta}ju_n\|_{L^\infty} \leq \varepsilon$. We know that the sequence $(u_n)_{n \in \mathbb{N}}$ tends to $u$ in $L^\infty$. This implies that for any $j \leq j_0$, $\|\hat{\Delta}ju\|_{L^\infty} \leq \varepsilon$. This proves that $u$ belongs to $S'_{h}$. By definition of the norm of $\hat{B}_{p,r}^\ast$, the sequence $(\hat{\Delta}ju^{(n)})_{n \in \mathbb{N}}$ is a Cauchy one in $L^p$ for any $j$. Thus an element $u_j$ of $L^p$ exists such that $(\hat{\Delta}ju^{(n)})_{n \in \mathbb{N}}$ converges to $u_j$ in $L^p$. As $(u^{(n)})_{n \in \mathbb{N}}$ converges to $u$ in $S'$ we have $\hat{\Delta}ju = u_j$. Let us define

$$a_j^{(n)} = 2^{js}\|\hat{\Delta}ju^{(n)}\|_{L^p} \quad \text{and} \quad a_j = 2^{js}\|\hat{\Delta}ju\|_{L^p}.$$ 
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For any $j$, $\lim_{n \to \infty} a_j^{(n)} = a_j$. As $(a_j^{(n)})_{n \in \mathbb{N}}$ is a bounded sequence of $\ell^r(\mathbb{Z})$, $a \overset{\text{def}}{=} (a_j)_{j \in \mathbb{Z}}$ is in $\ell^r(\mathbb{Z})$ and thus $u \in \dot{B}^s_{p,r}$. As $(u^{(n)})_{n \in \mathbb{N}}$ is a Cauchy sequence in $\dot{B}^s_{p,r}$, we have,

$$\forall \varepsilon > 0, \exists n_0 / \forall n \geq n_0, \forall m \|a^{(n+m)} - a^{(n)}\|_{\ell^r(\mathbb{Z})} \leq \varepsilon.$$ 

As $(a^{(n)})$ tends weakly to $a$ in $\ell^r(\mathbb{Z})$, we get, passing to the limit in $m$ in the above inequality that $\|u^{(n)} - u\|_{\dot{B}^s_{p,r}} = \|a - a^{(n)}\|_{\ell^r(\mathbb{Z})} \leq \varepsilon$. This ends the proof of the theorem.

Let us give the first example for Besov space, the Sobolev spaces $\dot{H}^s$.

**Proposition 2.2.2** The two spaces $\dot{H}^s$ and $\dot{B}^s_{2,2}$ are equal and the two norms satisfies

$$\frac{1}{C[|s| + 1]} \|u\|_{\dot{B}^s_{2,2}} \leq \|u\|_{\dot{H}^s} \leq C[|s| + 1] \|u\|_{\dot{B}^s_{2,2}}.$$ 

**Proof of Proposition 2.2.2** As the support of the Fourier transform of $\dot{\Delta}_j u$ is included in the ring $2^j \mathbb{C}$, it is clear, as $j \geq 0$, that a constant $C$ exists such that, for any real $s$ and any $u$ such that $\hat{u}$ belongs to $L^2_{\text{loc}},$

$$\frac{1}{C[|s| + 1]} 2^{2js} \|\dot{\Delta}_j u\|_{L^2}^2 \leq \|\dot{\Delta}_j u\|_{\dot{H}^s}^2 \leq C[|s| + 1] 2^{2js} \|\dot{\Delta}_j u\|_{L^2}^2. \tag{2.22}$$

Using Identity (2.11), we get

$$\frac{1}{2} \|u\|_{\dot{H}^s}^2 \leq \sum_{j \in \mathbb{Z}} \int \varphi^2(2^{-j} \xi) |\xi|^{2s} |\hat{u}(\xi)|^2 d\xi \leq \|u\|_{\dot{H}^s}^2,$$

which proves the proposition.

Let us give an example of a function which belongs to a large class of Besov spaces. Let us give an example of an $L^1_{\text{loc}}$ function which belongs to $\dot{B}^s_{p.r}$.

**Proposition 2.2.3** Let $\sigma$ be in $[0, d]$. Then we have, for any $p$ in $[1, \infty]$, $\frac{1}{|.| \sigma} \in \dot{B}^d_{p, \infty}$. 

**Proof of Proposition 2.2.3** It is well known that the Fourier transform of $|.|^{-\sigma}$ is $c_d |\xi|^{\sigma - d}$ and thus belongs to the space $L^1$ near the origin. Thus $u$ is in $S^d_0$. Now let us compute $\dot{\Delta}_j |.|^{-\sigma}$. By definition of the operator $\Delta_j$, we have

$$\dot{\Delta}_j (|.|^{-\sigma})(x) = 2^{jd} \int_{\mathbb{R}^d} h(2^j (x - y)) |y|^{-\sigma} dy$$

$$= 2^{js} h_{\sigma}(2^j x) \quad \text{with}$$

$$h_{\sigma}(y) \overset{\text{def}}{=} \int_{\mathbb{R}^d} h(y - z) |z|^{-\sigma} dz.$$ 

As $\hat{h}_{\sigma}(\xi) = \varphi(\xi) \mathcal{F}(|.|^{-\sigma}) = c_d \varphi(\xi) |\xi|^{\sigma - d}$, the function $\hat{h}_{\sigma}$ belongs to $\mathcal{D}(\mathbb{R}^d)$. In particular, $h_{\sigma}$ is in $L^p$ for any $p \in [1, \infty]$. Then let us write that

$$\|\dot{\Delta}_j (|.|^{-\sigma})\|_{L^p} = 2^{j \left(\sigma - \frac{d}{p}\right)} \|h_{\sigma}\|_{L^p}.$$ 

This proves the proposition.
**Lemma 2.2.1** Let $C'$ be a ring in $\mathbb{R}^d$; let $(s, p, r)$ be as in Theorem 2.2.1. Let $(u_j)_{j \in \mathbb{Z}}$ be a sequence of smooth functions such that
\[
\text{Supp } \hat{u}_j \subset 2^j C' \quad \text{and} \quad \left\| (2^{js} \|u_j\|_{L^p})_{j \in \mathbb{Z}} \right\|_{l^r} < +\infty.
\]
Then we have $u = \sum_{j \in \mathbb{Z}} u_j \in \dot{B}^s_{p, r}$ and $\|u\|_{\dot{B}^s_{p, r}} \leq C \left\| (2^{js} \|u_j\|_{L^p})_{j \in \mathbb{Z}} \right\|_{l^r}$.

This immediately implies the following corollary.

**Corollary 2.2.1** Let $(s, p, r)$ be as above; then the space $\dot{B}^s_{p, r}$ does not depend on the choice of the functions $\chi$ and $\varphi$ used in the Definition 2.2.1.

**Proof of Lemma 2.2.1** Let us first observe that, using Lemma 2.1.1, we have $(u_j)_{j \leq 0}$ is a convergent series in $L^\infty$. Let us denote by $u^-$ its limit. It is obvious that $u^-$ belongs to $S'_0$. Using again Lemma 2.1.1, we get that $\|u_j\|_{L^\infty} \leq C 2^j (\frac{\epsilon}{p-\epsilon})$. Proposition 2.1.3 implies that $(u_j)_{j > 0}$ is a convergent series in $S'$. Let us denote by $u^+$ its limit. The support of the Fourier transform of $u^+$ does not contain the origin. Thus $u^+$ is in $S'_0$. So does $u_0 \overset{\text{def}}{=} u^- + u^+$.

Then, let us study $\Delta_j u$. As $C$ and $C'$ are two rings, an integer $N_0$ exists so that $|j' - j| \geq N_0$ then $2^j C \cap 2^{j'} C' = \emptyset$. Here $C$ is the ring defined in the Proposition 2.1.1. Now, it is clear that if $|j' - j| \geq N_0$, then $\Delta_j u_j = 0$. Then we can write that
\[
\|\hat{\Delta}_j u\|_{L^p} = \| \sum_{|j-j'| < N_0} \hat{\Delta}_{j'} u_j \|_{L^p} \leq C \sum_{|j-j'| < N_0} \|u_j\|_{L^p}.
\]

So, we obtain that
\[
2^{js} \|\hat{\Delta}_j u\|_{L^p} \leq C \sum_{j' \geq -1 \atop |j'-j| \leq N_0} 2^{js} \|u_j\|_{L^p} \leq C \sum_{j' \geq -1 \atop |j'-j| \leq N_0} 2^{js} \|u_j\|_{L^p}.
\]

We deduce from this that
\[
2^{js} \|\hat{\Delta}_j u\|_{L^p} \leq (c_k)_{k \in \mathbb{Z}} \ast (d_\ell)_{\ell \in \mathbb{Z}} \quad \text{with} \quad c_k = 1_{[-N_0, N_0]}(k) \quad \text{and} \quad d_\ell = 1_N(\ell) 2^{js} \|u_\ell\|_{L^p}.
\]

The classical property of convolution between $\ell^1(\mathbb{Z})$ and $\ell^r(\mathbb{Z})$ gives that
\[
\|u\|_{\dot{B}^s_{p, r}} \leq C \left\| (2^{js} \|u_j\|_{L^p})_{j \in \mathbb{Z}} \right\|_{l^r}.
\]

This proves the lemma.

The following theorem is the equivalent of Sobolev embedding (see Theorem 1.2.1 page 11).

**Theorem 2.2.2** Let $1 \leq p_1 \leq p_2 \leq \infty$ and $1 \leq r_1 \leq r_2 \leq \infty$. Then for any real number $s$ the space $\dot{B}^s_{p_1, r_1}$ is continuously embedded in $\dot{B}^s_{p_2, r_2}$.

**Proof of Theorem 2.2.2** In order to prove this result, we simply apply Lemma 2.1.1 which
\[
\|\hat{\Delta}_j u\|_{L^p} \leq C 2^{jsd} \left( \frac{1}{p_1} - \frac{1}{p_2} \right) \|\hat{\Delta}_j u\|_{L^{p_1}}.
\]

Considering that $\ell^1(\mathbb{Z}) \subset \ell^2(\mathbb{Z})$, the theorem is proved.
Proof of Proposition 2.2.4 Let \( \sigma \) be a smooth function on \( \mathbb{R}^d \) which is homogeneous of degree \( m \). Then for any \((s,p,r) \in \mathbb{R} \times [1, +\infty)^2 \) such that \( \dot{B}^{s-m}_{p,r} \) is a Banach space, the operator \( \sigma(D) \) maps continuously \( \dot{B}^s_{p,r} \) into \( \dot{B}^{s-m}_{p,r} \).

Proof of Theorem 2.2.3 For the first inequality, let us write that \( \|\sigma(D)\Delta_j u\|_{L^p} \leq C 2^{j\theta m} \|\Delta_j u\|_{L^p} \). Then Lemma 2.1.1 implies the proposition.

Remark Let us point out that this proof is very simple compared with the similar result. Moreover, as we shall see in the next section, Fourier multipliers does not map \( L^\infty \) into \( L^\infty \) in general. From this point of view Besov spaces are much easier to use that classical \( L^p \) spaces or Sobolev spaces modeled on \( L^p \).

Theorem 2.2.3 A constant \( C \) exists which satisfies the following properties. If \( s_1 \) and \( s_2 \) are two real numbers such that \( s_1 < s_2 \), if \( \theta \in ]0, 1[ \), if \( r \) is in \( [1, \infty[ \), then we have, for any \( u \in \mathcal{S}'_p \),

\[
\|u\|_{\dot{B}^{s_1+(1-\theta)s_2}_{p,r}} \leq \|u\|_{\dot{B}^{s_1}_{p,r}} \|\Delta_j u\|_{L^p}^{1-\theta} \quad \text{and} \quad \|u\|_{\dot{B}^{s_1+(1-\theta)s_2}_{p,r}} \leq \frac{C}{\theta s_2 - s_1} \left(1 + \frac{1}{1-\theta}\right) \|\Delta_j u\|_{L^p}^{1-\theta}.
\]

Proof of Theorem 2.2.3 For the first inequality, let us write that

\[
2^{j(\theta s_1+(1-\theta)s_2)} \|\Delta_j u\|_{L^p} \leq \left(2^{j s_1} \|\Delta_j u\|_{L^p}\right)^\theta \left(2^{j s_2} \|\Delta_j u\|_{L^p}\right)^{1-\theta}.
\]

The H"{o}lder inequality implies the first inequality of the theorem. For the second one, (as quite often in this text) we shall estimate in a different way low frequencies and high frequencies. More precisely, let us write

\[
\|u\|_{\dot{B}^{s_1+(1-\theta)s_2}_{p,r}} = \sum_{j \leq N} 2^{j(\theta s_1+(1-\theta)s_2)} \|\Delta_j u\|_{L^p} + \sum_{j > N} 2^{j(\theta s_1+(1-\theta)s_2)} \|\Delta_j u\|_{L^p}.
\]

By definition of the Besov norms, we have

\[
2^{j(\theta s_1+(1-\theta)s_2)} \|\Delta_j u\|_{L^p} \leq 2^{j(1-\theta)(s_2-s_1)} \|u\|_{\dot{B}^{s_1}_{p,r,\infty}} \quad \text{and} \quad 2^{j(\theta s_1+(1-\theta)s_2)} \|\Delta_j u\|_{L^p} \leq 2^{-j(\theta s_1-s_2)} \|u\|_{\dot{B}^{s_2}_{p,r,\infty}}.
\]

Thus we infer that

\[
\|u\|_{\dot{B}^{s_1+(1-\theta)s_2}_{p,r,\infty}} \leq \|u\|_{\dot{B}^{s_1}_{p,r,\infty}} \sum_{j \leq N} 2^{j(1-\theta)(s_2-s_1)} + \|u\|_{\dot{B}^{s_2}_{p,r,\infty}} \sum_{j > N} 2^{-j(\theta s_2-s_1)} \leq \|u\|_{\dot{B}^{s_1}_{p,r,\infty}} \frac{2^N(1-\theta)(s_2-s_1)}{2(1-\theta)(s_2-s_1)} + \|u\|_{\dot{B}^{s_2}_{p,r,\infty}} \frac{2^{-N\theta(\theta s_1-s_2)}}{1 - 2^{-\theta(s_2-s_1)}}.
\]

Choosing \( N \) such that

\[
\|u\|_{\dot{B}^{s_2}_{p,r,\infty}} \leq 2^{N(s_2-s_1)} < 2 \|u\|_{\dot{B}^{s_2}_{p,r,\infty}}
\]

implies the theorem.
Proposition 2.2.5 A constant $C$ exists which satisfies the following properties. Let $(s, p, r)$ be in $(\mathbb{R}^- \setminus \{0\}) \times [1, \infty)^2$ and $u$ a distribution in $\mathcal{S}'_h$. This distribution $u$ belongs to $\dot{B}^{s}_{p,r}$ if and only if

$$(2^{js}\|\dot{\Delta}^j u\|_{L^p})_{j \in \mathbb{N}} \in \ell^r.$$ Moreover, we have

$$C^{-|s|+1}\|u\|_{\dot{B}^{s}_{p,r}} \leq \left\| (2^{js}\|\dot{\Delta}^j u\|_{L^p})_j \right\|_{\ell^r} \leq C\left(1 + \frac{1}{|s|}\right)\|u\|_{\dot{B}^{s}_{p,r}}.$$ 

Proof of Proposition 2.2.5 Let us write that

$$2^{js}\|\dot{\Delta}^j u\|_{L^p} \leq 2^{js}(\|\dot{\Delta}^j u\|_{L^p} + \|\dot{\Delta}^j u\|_{L^p}) \leq 2^{-js}2^{(j+1)s}\|\dot{\Delta}^j u\|_{L^p} + 2^{js}\|\dot{\Delta}^j u\|_{L^p}.$$ 

This proves the inequality on the left. For the one on the right, let write that

$$2^{js}\|\dot{\Delta}^j u\|_{L^p} \leq 2^{js}\sum_{j' \leq j-1} \|\dot{\Delta}^j u\|_{L^p} \leq \sum_{j' \leq j-1} 2^{j' s}\|\dot{\Delta}^j u\|_{L^p}.$$ 

As $s$ is negative, we get the result.

2.3 Characterization of homogeneous Besov spaces

We shall give equivalent definitions of the Besov norm. These definitions does not use the localisation in frequency space. The first one concerns negative indices and uses the heat flow.

Theorem 2.3.1 Let $s$ be a positive real number and $(p, r) \in [1, \infty)^2$. A constant $C$ exists which satisfies the following property. For $u$ in $\mathcal{S}'_h$, we have

$$C^{-1}\|u\|_{\dot{B}^{-2s}_{p,r}} \leq \left\| t^s e^{t \Delta} u \right\|_{L^r(\mathbb{R}^+, \mathbb{Q}^1)} \leq C\|u\|_{\dot{B}^{-2s}_{p,r}}.$$ 

Proof of Theorem 2.3.1 The proof relies on Lemma 2.1.2. Let us estimate $\| t^s \dot{\Delta}^j e^{t \Delta} u \|_{L^p}$. Using Lemma 2.1.2, we can write

$$\| t^s \dot{\Delta}^j e^{t \Delta} u \|_{L^p} \leq C t^{s} 2^{2js} e^{-ct 2^j} 2^{-2js}\|\dot{\Delta}^j u\|_{L^p}.$$ 

Using that $u$ belongs to $\mathcal{S}'_h$ and the definition of the homogeneous Besov (semi) norm, we have

$$\| t^s e^{t \Delta} u \|_{L^p} \leq \sum_{j \in \mathbb{Z}} \| t^s \dot{\Delta}^j e^{t \Delta} u \|_{L^p} \leq C\|u\|_{\dot{B}^{-2s}_{p,r}} \sum_{j \in \mathbb{Z}} t^{s} 2^{2js} e^{-ct 2^j} c_{r,j}$$

where $(c_{r,j})_{j \in \mathbb{Z}}$ denotes, as in all this proof, a generic element of the unit sphere of $\ell^r(\mathbb{Z})$. If $r = \infty$, the inequality comes immediatly form the following lemma, the proof of which is an exercice left to the reader.
Lemma 2.3.1 For any positive $s$, we have

$$\sup_{t>0} \sum_{j \in \mathbb{Z}} t^{s2^j} e^{-ct^{2^j}} < \infty.$$ 

If $r < \infty$, using the Hölder inequality with the weight $2^{2js} e^{-ct^{2j}}$, the above lemma and Fubini's theorem, we obtain

$$\int_0^\infty t^{rs} \| e^{t\Delta} u \|_{L^p}^r \frac{dt}{t} \leq C \| u \|_{B_{p,r}^{-2s}}^r \int_0^\infty \left( \sum_{j \in \mathbb{Z}} t^{s2^{j}} e^{-ct^{2^j}} c_{r,j} \right) \frac{dt}{t} \leq C \| u \|_{B_{p,r}^{-2s}}^r \int_0^\infty \sum_{j \in \mathbb{Z}} t^{s2^{j}} e^{-ct^{2^j}} c_{r,j} \frac{dt}{t} \leq C \| u \|_{B_{p,r}^{-2s}}^r \sum_{j \in \mathbb{Z}} c_{r,j} \int_0^\infty t^{s2^j} e^{-ct^{2^j}} \frac{dt}{t} \leq C_s \| u \|_{B_{p,r}^{-2s}}^r \text{ with } C_s \overset{\text{def}}{=} \int_0^\infty t^{s-1} e^{-t} \frac{dt}{t}.$$ 

To prove the other inequality, by definition of $C_s$, we have

$$\hat{\Delta}_j u = C_{s+1}^{-1} \int_0^\infty t^{s} (-\Delta)^{s+1} e^{t\Delta} \hat{\Delta}_j ud t.$$ 

As $e^{t\Delta} u = e^{t\Delta} e^{t\Delta} u$, we can write, using Lemmas 2.1.1 and 2.1.2,

$$\| \hat{\Delta}_j u \|_{L^p} \leq C \int_0^\infty t^{s2^j(s+1)} e^{-ct^{2^j}} \| \hat{\Delta}_j e^{t\Delta} u \|_{L^p} dt \leq C \int_0^\infty t^{s2^j(s+1)} e^{-ct^{2^j}} \| e^{t\Delta} u \|_{L^p} dt.$$ 

If $r = \infty$, we have

$$\| \hat{\Delta}_j u \|_{L^p} \leq C \left( \sup_{t>0} t^s \| e^{t\Delta} u \|_{L^p} \right) \int_0^\infty 2^{2^j(s+1)} e^{-ct^{2^j}} dt \leq C 2^{2js} \left( \sup_{t>0} t^s \| e^{t\Delta} u \|_{L^p} \right).$$

If $r < \infty$, let us write that

$$\sum_j 2^{-2js} \| \hat{\Delta}_j u \|_{L^p}^r \leq C \sum_{j \in \mathbb{Z}} 2^{2js} \left( \int_0^\infty t^{s} e^{-ct^{2^j}} \| e^{t\Delta} u \|_{L^p} dt \right)^r.$$ 

Hölder inequality with the weight $e^{-ct^{2^j}}$ implies that

$$\left( \int_0^\infty t^{s} e^{-ct^{2^j}} \| e^{t\Delta} u \|_{L^p} dt \right)^r \leq \left( \int_0^\infty e^{-ct^{2^j}} dt \right)^r \int_0^\infty t^{s} e^{-ct^{2^j}} \| e^{t\Delta} u \|_{L^p}^r dt \leq C 2^{-2^j(r-1)} \int_0^\infty t^{s} e^{-ct^{2^j}} \| e^{t\Delta} u \|_{L^p}^r dt.$$
Thanks to Lemma 2.3.1 and Fubini’s theorem, we get
\[
\sum_j 2^{-2jsr} \| \hat{\Delta}_j u \|_{L^p} \leq C \sum_{j \in \mathbb{Z}} 2^{2j} \int_0^\infty t^s e^{-ct2^j} \| e^{t \Delta} u \|_{L^p} dt \\
\leq C \int_0^\infty \left( \sum_{j \in \mathbb{Z}} t^{2^j} e^{-ct2^j} \right) t^s \| e^{t \Delta} u \|_{L^p} \frac{dt}{t} \\
\leq C \int_0^\infty t^s \| e^{t \Delta} u \|_{L^p} \frac{dt}{t}.
\]
The theorem is proved.

The other characterization deals with indices \( s \) in \([0, 1]\).

**Theorem 2.3.2** Let \( s \) be in \([0, 1]\) and \((p, r) \in [1, \infty]^2\). A constant \( C \) exists such that, for any \( u \) in \( S'_h \),
\[
C^{-1} \| u \|_{\dot{B}_{p,r}^s} \leq \left\| \frac{\tau_s u - u}{|z|^s} \|_{L^r(\mathbb{R}^d, \frac{dt}{|z|^r})} \right\|_{L^p(\mathbb{R}^d, \frac{dt}{|z|^p})} \leq C \| u \|_{\dot{B}_{p,r}^s}
\]

**Proof of Theorem 2.3.2** To prove the right inside inequality, we estimate \( \| \tau_s \hat{\Delta}_j u - \hat{\Delta}_j u \|_{L^p} \).

By definition of \( \hat{\Delta}_j \), we have
\[
(\tau_s \hat{\Delta}_j u - \hat{\Delta}_j u)(x) = 2^{jd} \sum_{\ell=1}^d 2^{j\ell} \left( \int_0^1 h_{\ell,j}(2^j, tz) dt \right) \ast u \quad \text{with} \quad h_{\ell,j}(X, Z) \overset{\text{def}}{=} \partial_{x_{\ell}} h(X + 2^j Z).
\]
The support of the Fourier transform of \( h_{\ell,j}(:, Z) \) is, for any \( Z \), included in the ring \( C \). Thus
\[
(\tau_s \hat{\Delta}_j u - \hat{\Delta}_j u)(x) = 2^{jd} \sum_{\ell=1}^d 2^{j\ell} \left( \int_0^1 h_{\ell,j}(2^j, tz) dt \right) \ast \hat{\Delta}_j^\ell u.
\]
As for any \( Z \), \( \| h_{\ell,j}(:, Z) \|_{L^1} = \| \partial_{x_{\ell}} h \|_{L^1} \), we have
\[
\| \tau_s \hat{\Delta}_j u - \hat{\Delta}_j u \|_{L^p} \leq 2^{jd} |z| \sum_{|j-j'| \leq 1} \| \hat{\Delta}_j^\ell u \|_{L^p} \\
\leq C c_{r,j} 2^{j(1-s)} |z| \| u \|_{\dot{B}_{p,r}^s}
\]
where \((c_{r,j})_{j \in \mathbb{Z}}\) is, as in the whole proof, any element of the unit sphere of \( \ell^1(\mathbb{Z}) \). We also have
\[
\| \tau_s \hat{\Delta}_j u - \hat{\Delta}_j u \|_{L^p} \leq 2 \| \hat{\Delta}_j u \|_{L^p} \\
\leq C c_{r,j} 2^{-js} \| u \|_{\dot{B}_{p,r}^s}.
\]
We infer that, for any integer \( j' \),
\[
\| \tau_s u - u \|_{L^p} \leq C \| u \|_{\dot{B}_{p,r}^s} \left( |z| \sum_{j \leq j'} c_{r,j} 2^{j(1-s)} + \sum_{j > j'} c_{r,j} 2^{-js} \right).
\]
Let us choose \( j' = j_z \) such that \( \frac{1}{|z|} \leq 2^{js} < \frac{1}{|z|} \). If \( r = \infty \), we get that, for any \( z \) in \( \mathbb{R}^d \),
\[
\| \tau_s u - u \|_{L^p} \leq C |z|^s \| u \|_{\dot{B}_{p,r}^s}.
\]
If \( r < \infty \), let us write that

\[
\left\| \frac{\tau_{-z} u - u}{|z|^s} \right\|_{L^p(\mathbb{R}^d, \frac{dz}{|z|^d})}^r \leq C 2^r \left\| u \right\|_{B^s_{p,r}}^r (I_1 + I_2)
\]

with

\[
I_1 \overset{\text{def}}{=} \int_{\mathbb{R}^d} \left( \sum_{j \leq j_0} c_{r,j} 2^{j(1-s)} \right) |z|^{-d+r(1-s)} dz \quad \text{and} \quad I_2 \overset{\text{def}}{=} \int_{\mathbb{R}^d} \left( \sum_{j > j_0} c_{r,j} 2^{-js} \right) |z|^{-d-rs} dz.
\]

Hölder inequality with the weight \( 2^{j(1-s)} \) and definition of \( j \) imply that

\[
\left( \sum_{j \leq j_0} c_{r,j} 2^{j(1-s)} \right)^r \leq \left( \sum_{j \leq j_0} 2^{j(1-s)} \right)^{r-1} \sum_{j \leq j_0} c_{r,j} 2^{j(1-s)} \leq C |z|^{-(1-s)(r-1)} \sum_{j \leq j_0} c_{r,j} 2^{j(1-s)}.
\]

By Fubini’s theorem, we deduce that

\[
I_1 \leq C \sum_j \left( \int_{B(0,2^{-j+1})} |z|^{-d+1-s} dz \right) 2^{j(1-s)} c_{r,j} \leq C.
\]

The estimate on \( I_2 \) is strictly analogous. Now let us prove the other inequality. Thanks to the fact that the function \( h \) is of meanvalue 0, let us write that

\[
\Delta_j u(x) = 2^{jd} \int_{\mathbb{R}^d} h(2^j y) \tau_y u(x) dy = 2^{jd} \int h(2^j y)(\tau_y u(x) - u(x)) dy.
\]

When \( r = \infty \), we have

\[
2^{js} \left\| \Delta_j u \right\|_{L^p} \leq 2^{jd} \int_{\mathbb{R}^d} 2^{js} |h(2^j y)| \left\| \tau_y u - u \right\|_{L^p} dy \leq 2^{jd} \int_{\mathbb{R}^d} 2^{js} |y|^s |h(2^j y)| dy \sup_{y \in \mathbb{R}^d} \frac{\left\| \tau_y u - u \right\|_{L^p}}{|y|^s} \leq C \sup_{y \in \mathbb{R}^d} \frac{\left\| \tau_y u - u \right\|_{L^p}}{|y|^s}.
\]

When \( r < \infty \), let us write that

\[
\sum_j 2^{jsr} \left\| \Delta_j u \right\|_{L^p}^r \leq 2^r (\Sigma_1 + \Sigma_2) \quad \text{with}
\]

\[
\Sigma_1 \overset{\text{def}}{=} \sum_j 2^{jsr} \left( \int_{2^j |y| \leq 1} 2^{jd}|h(2^j y)| \left\| \tau_y u - u \right\|_{L^p} dy \right)^r \quad \text{and} \quad \Sigma_2 \overset{\text{def}}{=} \sum_j 2^{jsr} \left( \int_{2^j |y| \geq 1} 2^{jd}|h(2^j y)| \left\| \tau_y u - u \right\|_{L^p} dy \right)^r.
\]

Hölder inequality implies that

\[
\left( \int_{2^j |y| \leq 1} 2^{jd}|h(2^j y)| \left\| \tau_y u - u \right\|_{L^p} dy \right)^r \leq \left( \frac{r}{2^{jd'}} |h(2^j y)| dy \right)^{r-1}
\]
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Then, using Fubini’s theorem, we infer that
\[ \leq C 2^j \int_{2^j |y| \leq 1} \| \tau_y u - u \|_{L^p(y)}^r dy. \]

Using Fubini’s theorem, we get that
\[ \Sigma_1 \leq C \int_{\mathbb{R}^d} \left( \sum_{j/2^j |y| \leq 1} 2^{j(r+s+d)} \right) \| \tau_y u - u \|_{L^p(y)} dy \]
\[ \leq C \int_{\mathbb{R}^d} \frac{\| \tau_y u - u \|_{L^p(y)} dy}{|y|^d}. \]

In order to estimate \( \Sigma_2 \), let us write, using Hölder inequality with the measure \(|y|^{-d} dy\), that
\[ \left( \int_{2^j |y| \geq 1} 2^j |h(2^j y)| \| \tau_y u - u \|_{L^p(y)} dy \right)^r \leq 2^{-jr} \left( \int_{2^j |y| \geq 1} 2^j |y|^{d+1} |h(2^j y)| \| \tau_y u - u \|_{L^p(y)} dy \right)^r \]
\[ \leq 2^{-jr} \int_{2^j |y| \geq 1} \frac{\| \tau_y u - u \|_{L^p(y)} dy}{|y|^r}. \]

Then, using Fubini’s theorem, we infer that
\[ \Sigma_2 \leq C \int_{\mathbb{R}^d} \left( \sum_{j/2^j |y| \geq 1} 2^{-j(r(1-s))} \right) \frac{\| \tau_y u - u \|_{L^p(y)} dy}{|y|^r}. \]
\[ \leq C \int_{\mathbb{R}^d} \frac{\| \tau_y u - u \|_{L^p(y)} dy}{|y|^r}. \]

The theorem is proved.

### 2.4 Precised Sobolev inequalities

The basic lemma is the following one.

**Lemma 2.4.1** Let \( 1 \leq q < p < \infty \) and \( \alpha \) a positive real number. A constant \( C \) exists such that
\[ \| f \|_{L^p} \leq C \| f \|_{B^{\alpha - \frac{d}{q}}_{\infty, \infty}} \| f \|_{B^\theta_{q, q}} \quad \text{with} \quad \beta = \alpha \left( \frac{p}{q} - 1 \right) \quad \text{and} \quad \theta = \frac{q}{p}. \]

**Proof of Lemma 2.4.1** The proof of this lemma follows exactly the same lines as the proof of the Sobolev inequality (see Theorem 1.2.1 page 11) which appears as a particular case of this above lemma for \( q = 2 \) and \( \alpha = d/2 - \beta \). Let us write that
\[ \| f \|_{L^p}^p = p \int_0^\infty \lambda^{p-1} \mu(|f| > \lambda) d\lambda \quad \text{and} \quad f = \mathcal{S} f + (\text{Id} - \mathcal{S} f). \]

By definition of the semi-norm \( \| \cdot \|_{B^{-\alpha}_{\infty, \infty}} \), we have \( \| \mathcal{S} f \|_{L^\infty} \leq C2^{j_\alpha} \| f \|_{B^{-\alpha}_{\infty, \infty}} \). Without any loss of generality, we can assume that \( \| f \|_{B^{-\alpha}_{\infty, \infty}} = 1 \). As we have
\[ (|f| > \lambda) \subset (|\mathcal{S} f| > \frac{\lambda}{2}) \cup (|\text{Id} - \mathcal{S} f| > \frac{\lambda}{2}), \]
choosing \( j_\lambda \) in \( \mathbb{Z} \) such that
\[ \frac{1}{2} \left( \frac{\lambda}{4C} \right)^{\frac{1}{p}} < 2^{j_\lambda} \leq \left( \frac{\lambda}{4C} \right)^{\frac{1}{p}}, \quad (2.23) \]
we infer that \(|f| > \lambda\) ∈ \(((\text{Id} - \mathcal{S}_{j,\lambda}) f) > \frac{\lambda}{2}\). Then, thanks to Bienaymé-Tchebichev inequality, we have

\[
\|f\|_{L^p}^p \leq p \int_0^\infty \lambda^{p-1} \mu\left((|\text{Id} - \mathcal{S}_{j,\lambda}) f| > \frac{\lambda}{2}\right) d\lambda
\]

\[
\leq p2^{\frac{p}{q}} \int_0^\infty \lambda^{p-q-1} \|\text{Id} - \mathcal{S}_{j,\lambda}) f\|_{L^q}^q d\lambda.
\]

Let us estimate \(\|\text{Id} - \mathcal{S}_{j,\lambda}) f\|_{L^q}\). By definition of the semi-norm \(\| \cdot \|_{\dot{B}^{\beta}_{q,q}}\), we have

\[
\|\text{Id} - \mathcal{S}_{j,\lambda}) f\|_{L^q} \leq \sum_{j \geq j,\lambda} \|\Delta_j f\|_{L^q}
\]

\[
\leq \sum_{j \geq j,\lambda} 2^{-j\beta} 2^{j\beta} \|\Delta_j f\|_{L^q}
\]

\[
\leq C\|f\|_{\dot{B}^{\beta}_{q,q}} \sum_{j \geq j,\lambda} 2^{-j\beta} c_j \quad \text{with} \quad \|c_j\|_{L^q} = 1.
\]

Thus we get

\[
\|f\|_{L^p}^p \leq C\|f\|_{\dot{B}^{\beta}_{q,q}}^q \int_0^\infty \lambda^{p-q-1} \left(\sum_{j \geq j,\lambda} 2^{-j\beta} c_j\right)^q d\lambda.
\]

Using Hölder inequality in the sum (with the weight \(2^{-j\beta}\)), we get, by Definition \((2.23)\) of \(j,\lambda\),

\[
\left(\sum_{j \geq j,\lambda} 2^{-j\beta} c_j\right)^q \leq \left(\sum_{j \geq j,\lambda} 2^{-j\beta}\right)^{q-1} \sum_{j \geq j,\lambda} 2^{-j\beta} c_j^q
\]

\[
\leq C2^{-j,\beta(q-1)} \sum_{j \geq j,\lambda} 2^{-j\beta} c_j^q
\]

\[
\leq C\lambda^{-(q-1)\frac{\alpha}{n}} \sum_{j \geq j,\lambda} 2^{-j\beta} c_j^q.
\]

Then it turns out that

\[
\|f\|_{L^p}^p \leq C\|f\|_{\dot{B}^{\beta}_{q,q}}^q \int_0^\infty \sum_{j} 2^{-j\beta} 1_{j \geq j,\lambda} c_j^q \lambda^{p-q-(q-1)\frac{\alpha}{n}-1} d\lambda.
\]

By Definition \((2.23)\) of \(j,\lambda\), we have using Fubini’s theorem

\[
\|f\|_{L^p}^p \leq C\|f\|_{\dot{B}^{\beta}_{q,q}}^q \sum_{j} 2^{-j\beta} c_j^q \int_0^{4C2\nu} \lambda^{p-q-(q-1)\frac{\alpha}{n}-1} d\lambda
\]

\[
\leq C\|f\|_{\dot{B}^{\beta}_{q,q}}^q \sum_{j} 2^{-j\beta} c_j^q 2^{j\alpha(p-q-(q-1)\frac{\beta}{n})} \quad \text{with} \quad \|c_j\|_{L^q} = 1.
\]

As \(\beta = \alpha\left(\frac{p}{q} - 1\right)\) and \(\|c_j\|_{L^q} = 1\), we get that \(\|f\|_{L^p}^p \leq C\|f\|_{\dot{B}^{\beta}_{q,q}}^q\) and the lemma is proved.

### 2.5 Paradifferential calculus

Let us study the way the product acts on Besov spaces. In order to do so, we shall use the dyadic decomposition presented in the Section 2.1 to construct a homogenous version of the paradifferential calculus.
Considering two tempered distributions $u$ and $v$ in $\mathcal{S}'_h$, let us write
$$u = \sum_j \Delta_j u \quad \text{and} \quad v = \sum_j \Delta_j v.$$  
Formally, the product writes $uv = \sum_{j,j'} \Delta_{j'} u \Delta_j v$. Let us introduce Bony's decomposition.

**Definition 2.5.1** We call homogeneous paraproduct of $v$ by $u$ and denote by $\hat{T}_u v$ the bilinear operator
$$\hat{T}_u v \overset{\text{def}}{=} \sum_j \hat{S}_{j-1} u \hat{\Delta}_j v.$$  
We call homogeneous remainder of $u$ and $v$ and denote by $\hat{R}(u, v)$ the bilinear operator:
$$\hat{R}(u, v) = \sum_{|j - j'| \leq 1} \hat{\Delta}_{j'} u \hat{\Delta}_j v.$$  
Just by looking at the definition, it is clear that (still formally),
$$uv = \hat{T}_u v + \hat{T}_v u + \hat{R}(u, v). \tag{2.24}$$  
The way how paraproduct acts on Besov spaces is described by the following theorem.

**Theorem 2.5.1** Let $(s, p, r_1)$ such that $\dot{B}^{s}_{p, r_1}$ is a Banach space. Then the paraproduct $\hat{T}$ maps continuously $L^\infty \times \dot{B}^{s}_{p, r_1}$ into $\dot{B}^{s}_{p, r_2}$. Moreover, if $t$ is negative and $r_2$ such that
$$\frac{1}{r_1} + \frac{1}{r_2} = \frac{1}{r} \leq 1,$$  
and if $\dot{B}^{s+t}_{p, r}$ is a Banach space, then $\hat{T}$ maps continuously $\dot{B}^{t}_{\infty, r_1} \times \dot{B}^{s}_{p, r_2}$ into $\dot{B}^{s+t}_{p, r}$.

**Proof of Theorem 2.5.1** From the assertion (2.9), the Fourier transform of $\hat{S}_{j-1} u \hat{\Delta}_j v$ and also of $\hat{S}_{j-1} v \hat{\Delta}_j u$ is supported in $2^j \hat{C}$. So, the only thing that we have to do is to estimate $\|\hat{S}_{j-1} u \hat{\Delta}_j v\|_{L^p}$. Lemma 2.1.1 and Proposition 2.2.5 claim that, for any integer $j$,
$$\|\hat{S}_{j-1} u\|_{L^\infty} \leq C \|u\|_{L^\infty} \quad \text{and} \quad \|\hat{S}_{j-1} u\|_{L^\infty} \leq C_t c_{j,r} 2^{-j \ell} \|u\|_{\dot{B}^{s}_{p, r_1}} \tag{2.25}$$  
where $(c_{j,r})_{j \in \mathbb{Z}}$ denotes an element of the unit sphere of $\ell^\infty(\mathbb{Z})$. Using Lemma 2.2.1, the estimates about paraproduct are proved.

Now we shall study the behaviour of operators $R$. Here we have to consider terms of the type $\hat{\Delta}_j u \hat{\Delta}_j v$. The Fourier transform of such terms is not supported in rings but in balls of the type $2^j B$. Thus to prove that remainder terms belong to some Besov spaces, we need the following lemma.

**Lemma 2.5.1** Let $B$ be a ball of $\mathbb{R}^d$, $s$ a positive real number and $(p, r)$ in $[1, \infty]^2$ such that $s < d/p$ or $s = d/p$ and $r = 1$. Let $(u_j)_{j \in \mathbb{Z}}$ be a sequence of smooth functions such that
$$\text{Supp} \tilde{u}_j \subset 2^j B \quad \text{and} \quad \left\| (2^{js} \|u_j\|_{L^p})_{j \in \mathbb{Z}} \right\|_{\ell^r} < +\infty.$$  
Then we have $u = \sum_{j \in \mathbb{Z}} u_j \in \dot{B}^{s}_{p, r}$ and $\|u\|_{\dot{B}^{s}_{p, r}} \leq C_p \left\| (2^{js} \|u_j\|_{L^p})_{j \in \mathbb{Z}} \right\|_{\ell^r}$. 
\[46\]
Proof of Lemma 2.5.1} We have for any \( j \), we have
\[
\|u_j\|_{L^p} \leq C2^{-js} \quad \text{and} \quad \|u_j\|_{L^\infty} \leq C2^{j(s-\delta)}.
\]
By hypothesis, for any \( N \), the series \( (u_j)_{j\leq N} \) is convergent in \( L^\infty \) and \( (u_j)_{j>N} \) is convergent in \( L^p \). Thus the series \( (u_j)_{j\in\mathbb{Z}} \) is convergent in \( S' \) and its limit \( u \) belongs to \( S'_b \). Then let us study \( \Delta_j u_j \). As \( \mathcal{C} \) is a ring (defined in the proposition 2.1.1) and \( B \) is a ball, an integer \( N_1 \) exists so that, if \( j' \geq j + N_1 \), then \( 2^j \mathcal{C} \cap 2^j B = \emptyset \). So it is clear that if \( j' \geq j + N_1 \), then \( \Delta_j u_j = 0 \). Now, we write that
\[
\|\Delta_j u\|_{L^p} = \left\| \sum_{j\geq j'-N_1} \Delta_j u_j \right\|_{L^p} \leq C \sum_{j\geq j'-N_1} \|u_j\|_{L^p}.
\]
So, we get that
\[
2^{j's}\|\Delta_j u\|_{L^p} \leq C \sum_{j\geq j'-N_1} 2^{j's}\|u_j\|_{L^p} \leq C \sum_{j\geq j'-N_1} 2^{(j'-j)s}2^{js}\|u_j\|_{L^p}.
\]
So, we deduce from this that
\[
2^{j's}\|\Delta_j u\|_{L^p} \leq (c_k)*(d_{\ell}) \quad \text{with} \quad c_k = 1_{[-N_1, +\infty]}(k)2^{-ks} \quad \text{and} \quad d_{\ell} = 2^{\ell s}\|u_\ell\|_{L^p}.
\]
So the lemma is proved.

**Theorem 2.5.2** Let \((p_k,r_k)\) (for \( k \in \{1,2\} \)) such that
\[
\frac{1}{p_1} + \frac{1}{r_1} \overset{\text{def}}{=} \frac{1}{p} \leq 1 \quad \text{and} \quad \frac{1}{p_2} + \frac{1}{r_2} \overset{\text{def}}{=} \frac{1}{r} \leq 1.
\]
Let \((s_1,s_2) \in \mathbb{R}^2\) such that \(s_1 + s_2 \in ]0,d/p[\), the operator \( \hat{R} \) maps \( B_{p_1,r_1}^{s_1} \times B_{p_2,r_2}^{s_2} \) into \( B_{p,r}^{s_1+s_2} \). Moreover, if \( s_1 + s_2 = 0 \) and \( r = 1 \), the operator \( \hat{R} \) maps \( B_{p_1,r_1}^{s_1} \times B_{p_2,r_2}^{s_2} \) into \( B_{p,\infty}^0 \). And if \( s_1 + s_2 = d/p \) and \( r = 1 \), the operator \( \hat{R} \) maps \( B_{p_1,r_1}^{s_1} \times B_{p_2,r_2}^{s_2} \) into \( B_{p,1}^d \).

**Proof of Theorem 2.5.2** By definition of the remainder operator,
\[
\hat{R}(u,v) = \sum_{j'} \hat{R}_{j'} \quad \text{with} \quad \hat{R}_{j'} = \sum_{i=-1}^1 \hat{\Delta}_{j'-i} u \hat{\Delta}_{j'} v.
\]
By definition of \( \hat{\Delta}_j \), \( \operatorname{Supp} \mathcal{F} \hat{R}_{j'} \subset 2^{j'}B(0,24) \). So, an integer \( N_0 \) exists such that if \( j' < j - N_0 \), then \( \hat{\Delta}_j R_{j'} = 0 \). From this, we deduce that
\[
\hat{\Delta}_j \hat{R}(u,v) = \sum_{j' \geq j - N_0} \hat{\Delta}_j \hat{R}_{j'}.
\]
Thus we can write
\[
\|\hat{\Delta}_j R_{j'}\|_{L^p} \leq \sum_{i=-1}^1 \|\hat{\Delta}_{j'-i} u\|_{L^{p_1}} \|\hat{\Delta}_{j'} v\|_{L^{p_2}} \leq C2^{-j(s_1+s_2)} \sum_{i=-1}^1 2^{-(j'-j)(s_1+s_2)} 2^{2s(j'-i)} \|\hat{\Delta}_{j'-i} u\|_{L^{p_1}} 2^{j's_2}\|\hat{\Delta}_{j'} v\|_{L^{p_2}}.
\]
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Let us define \((r_j)_{j \in \mathbb{Z}}\) by
\[
r_j \overset{\text{def}}{=} 2^{-j(s_1+s_2)}\|\hat{\Delta}_j \hat{R}(u,v)\|_{L^p}.
\]
Using the assertion (2.26), we have
\[
r_j \leq C(b^{(1)*} \ast b^{(2)}_{(j)}) \quad \text{with} \quad b^{(1)}_{(j)} = 2^{-j(s_1+s_2)}1_{\mathbb{N} - N_0}(j)
\] and
\[
b^{(2)}_{(j)} = \sum_{i=-1}^{1} 2^{(j-i)s_1} \|\hat{\Delta}_{j-i} u\|_{L^p} 2^{j s_2} \|\hat{\Delta}_j v\|_{L^p}.
\]
If \(s_1 + s_2 \in [0, d/p]\), the sequence \((b^{(1)}_{(j)})_{j \in \mathbb{Z}}\) belongs to \(\ell^1(\mathbb{Z})\) and the sequence \((b^{(2)}_{(j)})_{j \in \mathbb{Z}}\) belongs to \(\ell^{12}(\mathbb{Z})\). Thus \((r_j)_{j \in \mathbb{Z}} \in \ell^{12}(\mathbb{Z})\). Let us assume now that \(r_{12} = 1\). If \(s_1 + s_2 = 0\), \((b^{(1)}_{(j)})_{j \in \mathbb{Z}}\) belongs to \(\ell^\infty(\mathbb{Z})\) and \((b^{(2)}_{(j)})_{j \in \mathbb{Z}}\) to \(\ell^1(\mathbb{Z})\). The theorem is proved on that case. If \(s_1 + s_2 = d/p\), then both \((b^{(1)}_{(j)})_{j \in \mathbb{Z}}\) and \((b^{(2)}_{(j)})_{j \in \mathbb{Z}}\) belong to \(\ell^1(\mathbb{Z})\) and the whole theorem is proved.

Now, we are going to infer from this theorem the following two corollaries, the proof of which is nothing but the systematic use of Bony’s decomposition and the application of Theorems 2.5.1, 2.5.2 and 2.2.2.

**Corollary 2.5.1** For any positive \(s\) and any \((p, r)\) such that \(\dot{B}^{s}_{p,r}\) is a Banach space, a constant \(C\) exists such that
\[
\|uv\|_{\dot{B}^{s}_{p,r}} \leq C(\|u\|_{L^\infty} \|v\|_{\dot{B}^{s}_{p,r}} + \|u\|_{\dot{B}^{s}_{p,r}} \|v\|_{L^\infty}).
\]
In particular, for any \(p \in [1, \infty[\), the space \(\dot{B}^{d}_{p,1}\) is an algebra.

**Corollary 2.5.2** Let \(s_k, p_k, r_k\) (for \(k \in \{1, 2\}\)) and \(p\) be such that
\[
s_k < \frac{d}{r_k} \quad \text{and} \quad \frac{1}{r_1} + \frac{1}{r_2} = \frac{1}{r} \leq 1 \quad \text{and} \quad p \geq \max\{p_1, p_2\}
\]
If \(s_1 + s_2 > 0\), the product maps \(\dot{B}^{s_1}_{p_1,r_1} \times \dot{B}^{s_2}_{p_2,r_2} \rightarrow \dot{B}^{s_1+s_2-d\left(\frac{1}{p_1} + \frac{1}{p_2} - \frac{1}{p}\right)}_{p,r}\). If \(s_1 = -s_2\) and \(r = 1\), the product maps \(\dot{B}^{s_1}_{p_1,r_1} \times \dot{B}^{s_2}_{p_2,r_2} \rightarrow \dot{B}^{s_1-s_2-d\left(\frac{1}{p_1} + \frac{1}{p_2} - \frac{1}{p}\right)}_{p,\infty}\).

As an application of the above product laws, we shall prove Hardy inequalities.

**Theorem 2.5.3** For any real \(s \in \left[0, \frac{d}{2}\right]\) a constant \(C\) exists such that for any \(f\) in \(\dot{H}^s(\mathbb{R}^d)\),
\[
\int_{\mathbb{R}^d} \frac{|f(x)|^2}{|x|^{2s}} dx \leq C\|f\|^2_{\dot{H}^s}.
\]

**(Proof of Theorem 2.5.3)** Let us define
\[
I_s(f) \overset{\text{def}}{=} \int_{\mathbb{R}^d} \frac{|f(x)|^2}{|x|^{2s}} dx = \langle |\cdot|^{-2s}, f^2 \rangle.
\]
Using Littlewood-Paley decomposition, we can write, as \(f^2\) belongs to \(S'_h\)
\[
I_s(f) = \sum_{|j-j'| \leq 2} \langle \hat{\Delta}_j |\cdot|^{-2s}, \Delta_{j'} f^2 \rangle = \sum_{|j-j'| \leq 2} \langle 2^{j\left(\frac{d}{2}-2s\right)} \hat{\Delta}_j |\cdot|^{-2s}, 2^{-j'\left(\frac{d}{2}-2s\right)} \hat{\Delta}_{j'} f^2 \rangle.
\]
Proposition 2.2.3 claims that \(|\cdot|^{-2s}\) belongs to \(\dot{B}^{d-2s}_{2,\infty}\) and Corollary 2.5.2 claims in particular that \(\|f^2\|_{\dot{B}^{d-2s}_{2,1}} \leq C\|f\|^2_{\dot{H}^s}\). Thus \(I_s(f) \leq C\|f\|^2_{\dot{H}^s}\).
2.6 Around the space $\dot{B}^1_{\infty,\infty}$

**Theorem 2.6.1** The space $\dot{B}^1_{\infty,\infty}$ is not included in the space $C^{0,1}$ of Lipschitz functions.

Let us exhibit a counterexample in $\mathbb{R}^2$ coming from incompressible bidimensionnal fluid mechanics. If $H$ denotes the Heaviside function, let us state

\[
\omega(x) \equiv H(x_1)H(1-x_1)H(x_2)H(1-x_2) \quad \text{and} \quad (z_1, z_2)_\perp \equiv (-z_2, z_1).
\]

(2.28)

In fact $v$ is the divergence free vector field the vorticity of which is $\omega$. The theorem is implies by the following proposition, proved in [7].

**Proposition 2.6.1** The above vector field $v$ belongs to $\dot{B}^1_{\infty,\infty}$ but not to $C^{0,1}$.

Nevertheless in this case when $k = 1$, it is possible to characterize $\dot{B}^1_{\infty,\infty}$. In order to do so, let us introduce the following space, called Zygmund space.

**Definition 2.6.1** For a continuous function $u$, let us define

\[
\|u\|_{\mathcal{C}^1_1} \equiv \sup_{(x, y) \in \mathbb{R}^{2d}} \frac{|u(x + y) + u(x - y) - 2u(x)|}{|y|} < +\infty.
\]

**Proposition 2.6.2** The seminorms $\| \cdot \|_{\mathcal{C}^1_1}$ and $\| \cdot \|_{\dot{B}^1_{\infty,\infty}}$ are equivalent.

**Proof of Proposition 2.6.2** Let us consider a function $u$ in $\dot{B}^1_{\infty,\infty}$ and a point $y$ in $\mathbb{R}^d$. For any integer $j$,

\[
|u(x + y) + u(x - y) - 2u(x)| \leq |\hat{S}_j u(x + y) + \hat{S}_j u(x - y) - 2\hat{S}_j u(x)| + 4 \sum_{j' \geq j} \|\hat{\Delta}^{j'} u\|_{L^\infty}
\]

\[
\leq |\hat{S}_j u(x + y) + \hat{S}_j u(x - y) - 2\hat{S}_j u(x)|
\]

\[
+ 4 \sum_{j' \geq j} 2^{-j'} (2 j') \|\hat{\Delta}^{j'} u\|_{L^\infty}
\]

\[
\leq |\hat{S}_j u(x + y) + \hat{S}_j u(x - y) - 2\hat{S}_j u(x)| + 2^{3-j} \|u\|_{\dot{B}^1_{\infty,\infty}}.
\]

Using Taylor inequality at order 2 we get that

\[
|\hat{S}_j u(x + y) + \hat{S}_j u(x - y) - 2\hat{S}_j u(x)| \leq |y|^2 \|D^2 \hat{S}_j u\|_{L^\infty}.
\]

But, using Lemma 2.1.1, we get that

\[
\|D^2 \hat{S}_j u\|_{L^\infty} \leq \sum_{j' \leq j-1} \|D^2 \hat{\Delta}^{j'} u\|_{L^\infty}
\]

\[
\leq \sum_{j' \leq j-1} 2^{j'} (2 j') \|\hat{\Delta}^{j'} u\|_{L^\infty}
\]

\[
\leq 2^{j} \|u\|_{\dot{B}^1_{\infty,\infty}}.
\]
Thus we get that for any positive integer $j$,
\[
|u(x + y) + u(x - y) - 2u(x)| \leq \left(2^j|y|^2 + 2^{2-j}\right)\|u\|_{B_{\infty, \infty}^j}.
\]
Choosing again $j = \lceil -\log_2 y \rceil + 1$, we get
\[
|u(x + y) + u(x - y) - 2u(x)| \leq C\|u\|_{B_{1, \infty}^1}|y|.
\]
Now let us consider a function $u$ in $C^1_\star$. As the function $\varphi$ given by proposition 2.1.1 is radial (thus even) we have
\[
2^{jd}(h(2^j \cdot) \ast u)(x) = 2^{jd} \int h(2^j y)u(x + y)dy.
\]
As the integral of $h$ on $\mathbb{R}^d$ is 0 we have
\[
2^{jd}(h(2^j \cdot) \ast u)(x) = 2^{jd-1} \int h(2^j y)(u(x + y) + u(x - y) - 2u(x))dy.
\]
As the function $z \mapsto |z|h(z)$ is integrable, we get
\[
\|\Delta_j u\|_{L^\infty} \leq C2^{-j} \sup_{y \in \mathbb{R}^d} \frac{|u(x + y) + u(x - y) - 2u(x)|}{|y|}.
\]
The proposition is proved. As we shall see in the next chapter, this type of space can play a role in fluid mechanics.

Now we shall see how Littlewood-Paley theory allows to describe space with various type of modulus of continuity. First let us give the following definition.

**Definition 2.6.2** A function $\mu$ from an interval of type $[0, a]$ to $\mathbb{R}^+$ is a modulus of continuity if $\mu$ is an increasing continuous function such that $\mu(0) = 0$. We say that $\mu$ is admissible if and only if the function $\Gamma$ defined by
\[
\Gamma(y) \overset{\text{def}}{=} y\mu\left(\frac{1}{y}\right)
\]
is non decreasing and satisfies
\[
(A) \quad \int_x^\infty \frac{1}{y^2}\Gamma(y)dy \leq C\frac{\Gamma(x)}{x}.
\]
Let us give very basic examples. If $\alpha \in [0, 1]$, the functions $\mu(r) = r^\alpha$, $\mu(r) = r(-\log r)^\alpha$ and also $\mu(r) = r(-\log r)(\log(-\log r))^\alpha$ are admissible modulus of continuity.

**Definition 2.6.3** Let $\mu$ be a modulus of continuity and $(X, d)$ a metric space. The space $C_\mu$ is the space of bounded continuous functions $u$ such that
\[
\|u\|_{C_\mu} \overset{\text{def}}{=} \|u\|_{L^\infty(X)} + \sup_{0<d(x,y)\leq a} \frac{\|u(x) - u(y)\|}{\mu(d(x,y))} < \infty.
\]

**Definition 2.6.4** Let $\Gamma$ be an increasing function on $[b, \infty]$. The space $B_\Gamma$ is the space of bounded continuous functions $u$ on $\mathbb{R}^d$ such that
\[
\|u\|_{B_\Gamma} \overset{\text{def}}{=} \|u\|_{L^\infty} + \sup_{j \geq 0} \frac{\|\nabla S_j u\|_{L^\infty}}{\Gamma(2^j)} < \infty.
\]
Remarks When $\Gamma(y) = y^{1-\alpha}$, the space $B_{r}^{\alpha}$ is equal to $B_{r}^{\alpha, \infty} \cap L^{\infty}$.

**Proposition 2.6.3** When $\mu$ is an admissible modulus of continuity, the two spaces $C_{\mu}$ and $B_{r}$ are equal (of course on $\mathbb{R}^{d}$).

Let us assume that $u$ belongs to $B_{r}$. As $\nabla \Delta_j = \nabla S_{j+1} - \nabla S_j$ we have

$$
\| \nabla \Delta_j u \|_{L^\infty} \leq C \Gamma(2^j) \| u \|_{B_{r}}.
$$

Using Identity (2.1) page 29 we claim the existence of $(\varphi_j)_{1 \leq j \leq d}$ in $\mathcal{D}(\mathbb{R}^{d} \setminus \{0\})$ such that

$$
\varphi(x) = \sum_{k=1}^{d} \varphi_{k}(x) i \xi_{k} \varphi(x) \quad \text{and thus} \quad \Delta_j = \sum_{k=1}^{d} 2^{-j} \varphi_{k}(2^{-j} D) \partial_k \Delta_j.
$$

This implies that

$$
\| \Delta_j u \|_{L^\infty} \leq C 2^{-j} \Gamma(2^j) \| u \|_{B_{r}}. \tag{2.30}
$$

Now let us write

$$
|u(x) - u(x')| \leq \| \nabla S_j u \|_{L^\infty} |x - x'| + 2 \sum_{j \geq j} \| \Delta_j u \|_{L^\infty}
$$

$$
\leq \| \nabla S_j u \|_{L^\infty} |x - x'| + C \| u \|_{B_{r}} \sum_{j \geq j} 2^{-j} \Gamma(2^j).
$$

Using Condition (A) and the fact then $\Gamma$ is increasing, we have by definition of $\| \cdot \|_{B_{r}},$

$$
|u(x) - u(x')| \leq \| u \|_{B_{r}} \left( \Gamma(2^j) |x - x'| + C \int_{2^j}^{\infty} \frac{1}{y^2} \Gamma(y) dy \right)
$$

$$
\leq \| u \|_{B_{r}} \left( \Gamma(2^j) |x - x'| + C 2^{-j} \Gamma(2^j) \right).
$$

As usual let us choose $2^{-j} \equiv |x - x'|$. This gives that $u$ is in $C_{\mu}$. Now let us assume that $u$ belongs to $C_{\mu}$. By definition of $S_j$ we have

$$
\partial_k S_j u(x) = 2^{jd} 2^j \int_{\mathbb{R}^{d}} (\partial_k \tilde{h})(2^j (x-y)) u(y) dy.
$$

As $\int_{\mathbb{R}^{d}} \partial_k \tilde{h}(y) dy = 0$, we have

$$
|\partial_k S_j u(x)| \leq 2^{jd} 2^j \int_{\mathbb{R}^{d}} |\partial_k \tilde{h}(2^j (x-y))| |u(y) - u(x)| dy
$$

$$
\leq \| u \|_{\mu} 2^{jd} 2^j \int_{\mathbb{R}^{d}} |\partial_k \tilde{h}(2^j (x-y))| \mu(|y - x|) dy.
$$

Cutting the above integral into two parts we have

$$
|\partial_k S_j u(x)| \leq \| u \|_{\mu} 2^{jd} 2^j \int_{|z| \leq 2^{-j}} |\partial_k \tilde{h}(2^j z)| \mu(|z|) dz
$$

$$
+ 2 \| u \|_{\mu} 2^{jd} \int_{|z| \geq 2^{-j}} |\partial_k \tilde{h}(2^j z)| \cdot 2^j |\Gamma(\frac{1}{|z|})| dz.
$$

As $\mu$ is an increasing function, for any $z$ such that $|z| \leq 2^{-j}$ we have $\mu(|z|) \leq \mu(2^{-j})$. As $\Gamma$ is also an increasing function, thus for any $z$ such that $|z| \geq 2^{-j}$ we have $\Gamma(\frac{1}{|z|}) \leq \Gamma(2^j)$. Thus

$$
|\partial_k S_j u(x)| \leq \| u \|_{\mu} 2^{jd} 2^j \mu(2^{-j}) \int_{|z| \leq 2^{-j}} |\partial_k \tilde{h}(2^j z)| dz
$$

$$
+ 2 \| u \|_{\mu} \Gamma(2^j) 2^{jd} \int_{|z| \geq 2^{-j}} |\partial_k \tilde{h}(2^j z)| |2^j z| dz.
$$

We infer that $\| \nabla S_j u \|_{L^\infty} \leq C \| u \|_{\mu} \Gamma(2^j)$ and the proposition is proved.
2.7 References and Remarks

The Littlewood-Paley theory is a classical theory of harmonic analysis. Its applications to partial differential equations started in 1981 with the fundamental article [1] of J.-M. Bony dedicated to the study of propagation of microlocal singularities in non linear hyperbolic equations and where paradifferential calculus was introduced. The flexibility of this theory makes that it is now a basic tool for the study of evolution partial differential equations. For books presenting this theory in more details, see for instance [7], [49] or [53].
Chapter 3

Besov spaces and Navier-Stokes system

3.1 A wellposedness result in Besov spaces

The purpose of this section is to give an other approach of Theorem 1.4.2 page 23. As said by
Theorem 2.3.1 page 40, the smallness condition (1.18) in the case when \( T = \infty \) is exactly the
smallness condition for the \( \dot{B}_{p,\infty}^{-1+\frac{3}{p}} \) norm. The purpose of this section is to give another ap-
proach to Theorem 1.4.2. It relies on Littlewood-Paley theory. This theory allows a description
of the smoothing effect of the heat flow which is different from the one used in Chapter 1.

Let us be more specific now. Let us assume that \( u_0 \) belongs to \( \dot{B}_{p,\infty}^{-1+\frac{3}{p}} \). We deduce from
Lemma 2.1.2 page 30 that
\[
\| \dot{\Delta} e^{\nu t} \Delta u_0 \|_{L^p} \leq C e^{-c \nu t^{\frac{2}{p}}} \| \Delta u_0 \|_{L^p}.
\]
By time integration, we get
\[
\| \dot{\Delta} e^{\nu t} \Delta u_0 \|_{L^1(\mathbb{R}^+; L^p)} \leq C \nu^{\frac{2}{p}} 2^{-j s} \| u_0 \|_{\dot{B}_{p,\infty}^{-1+\frac{3}{p}}}.
\]
(3.1)

This leads to the following definition.

Definition 3.1.1 For \( p \in [1, \infty] \), \( E_p \) is the space of functions \( u \in L^\infty(\mathbb{R}^+; \dot{B}_{p,\infty}^{-1+\frac{3}{p}}) \) such that
\[
\| u \|_{E_p} \overset{\text{def}}{=} \sup_j 2^j \| \dot{\Delta} u \|_{L^\infty(\mathbb{R}^+; L^p)} + \sup_j \nu 2^{2j} 2^j \| \Delta u \|_{L^1(\mathbb{R}^+; L^p)} < \infty.
\]

Let us remark that the estimate (3.1) implies that
\[
\| e^{\nu t} \Delta u_0 \|_{E_p} \leq C \| u_0 \|_{\dot{B}_{p,\infty}^{-1+\frac{3}{p}}}.
\]

The following theorem is the interpretation in this context of Theorem 1.4.2 in its global
version.

Theorem 3.1.1 Let \( p \in [1, +\infty] \). A constant \( c \) exists such that, if \( \| u_0 \|_{\dot{B}_{p,\infty}^{-1+\frac{3}{p}}} \leq c \nu \), then a
unique solution \( u \) of (\( GN_{S_\nu} \)) exists in the ball of center 0 and radius \( 2 \nu c \) of \( E_p \).

Proof of Theorem 3.1.1 The reader knows that it is enough to prove the following lemma.

Lemma 3.1.1 For any \( p \in [1, \infty], a constant C \) exists such that, for any \( T \in [0, \infty] \),
\[
\| B(u, v) \|_{E_p} \leq C \nu \| u \|_{E_p} \| v \|_{E_p}.
\]
(3.2)
Proof of Lemma 3.1.1 Let us recall that the non linear term $Q(u, v)$ can be written as

$$Q^m(u, v) = \sum_{k, \ell} A^m_{k, \ell}(D)(u^k v^\ell)$$

where the $A^m_{k, \ell}(D)$ are homogeneous Fourier multipliers of degree 1. With the notations of Chapter 2 page 33,

$$u^k v^\ell = \sum_j \hat{S}_j u^k \hat{\Delta}_j v^\ell + \sum_j \hat{\Delta}_j u^k \hat{S}_{j+1} v^\ell.$$

The fact that the support of the Fourier transform of $\hat{S}_j u^k \hat{\Delta}_j v^\ell$ and $\hat{\Delta}_j u^k \hat{S}_{j+1} v^\ell$ are included in $2^j B$ for some ball $B$ of $\mathbb{R}^3$, an integer $N_0$ exists such that, if $j' < j - N_0$, then

$$\Delta_j Q(\hat{S}_{j'} u, \hat{\Delta}_{j'} v) = \Delta_j Q(\hat{\Delta}_j u, \hat{S}_{j+1} v) = 0.$$

Now, let us decompose $B$ as

$$B(u, v) = B_1(u, v) + B_2(u, v) \quad \text{with}$$

$$B_1(u, v) \overset{\text{def}}{=} \sum_j B(\hat{S}_j u, \hat{\Delta}_j v) \quad \text{and}$$

$$B_2(u, v) \overset{\text{def}}{=} \sum_j B(\hat{\Delta}_j u, \hat{S}_{j+1} v).$$

By definition of $B$ in Fourier space, an integer $N_0$ exists such that

$$\Delta_j B_1(u, v) \overset{\text{def}}{=} \sum_{j' \geq j - N_0} \Delta_{j'} B(\hat{S}_{j'} u, \hat{\Delta}_{j'} v) \quad \text{and} \quad (3.3)$$

$$\hat{\Delta}_j B_2(u, v) \overset{\text{def}}{=} \sum_{j' \geq j - N_0} \hat{\Delta}_{j'} B(\hat{\Delta}_{j'} u, \hat{S}_{j'+1} v). \quad (3.4)$$

We shall treat only $B_1$ because $B_2$ is strictly similar. Using Lemma 2.1.1 page 29, we get

$$\|\hat{\Delta}_j Q(\hat{S}_{j'} u, \hat{\Delta}_{j'} v)\|_{L^p} \leq C 2^j \sup_{k, \ell} \|\hat{S}_{j'} u^k \hat{\Delta}_{j'} v^\ell\|_{L^p}$$

Using Lemma 2.1.2 page 30, we get

$$\|\hat{\Delta}_j B(\hat{S}_{j'} u, \hat{\Delta}_{j'} v)(t)\|_{L^p} \leq \int_0^t e^{-\nu(t-t')} 2^{2j} \|\hat{\Delta}_j Q(\hat{S}_{j'} u(t'), \hat{\Delta}_{j'} v(t'))\|_{L^p} dt'$$

$$\leq C 2^j \int_0^t e^{-\nu(t-t')} \sup_{k, \ell} \|\hat{S}_{j'} u^k (t') \hat{\Delta}_{j'} v^\ell (t')\|_{L^p} dt'$$

$$\leq C 2^j \int_0^t e^{-\nu(t-t')} \|\hat{S}_{j'} u(t')\|_{L^\infty} \|\hat{\Delta}_{j'} v(t')\|_{L^p} dt'.$$

By definitions of the operators $\hat{S}_j$ and of the $E_p$ norm, we get, thanks to Lemma 2.1.1,

$$\|\hat{S}_{j'} u(t')\|_{L^\infty} \leq \sum_{j'' < j'} \|\hat{\Delta}_{j''} u(t')\|_{L^\infty}$$

$$\leq \sum_{j'' < j'} 2^{j'' \frac{p}{2'}} \|\hat{\Delta}_{j''} u(t')\|_{L^p}$$

$$\leq C 2^j' \|u\|_{E_p}.$$
Thus we deduce that
\[ \| \dot{\Delta}_j B(\dot{S}_j u, \dot{S}_j v)(t) \|_{L^p} \leq C \| u \|_{E_p} 2^j 2^j \int_0^t e^{-\nu(t-t')^{2^j}} \| \dot{\Delta}_j v(t') \|_{L^p} \, dt'. \]

Using the Young inequality for the time integral, we obtain by definition of the \( E_p \) norm that
\[ B_{j,j'}(u, v) \overset{\text{def}}{=} \| \dot{\Delta}_j B(\dot{S}_j u, \dot{S}_j v) \|_{L^\infty([0, T]; L^p)} + \nu 2^{2j} \| \dot{\Delta}_j (\dot{S}_j u, \dot{S}_j v) \|_{L^1([0, T]; L^p)} \leq \frac{C}{\nu} \| u \|_{E_p} \| v \|_{E_p} 2^j 2^{-j^2}. \]

Thanks to (3.3) and (3.4), we get
\[ \| \dot{\Delta}_j B_1(u, v) \|_{L^\infty([0, T]; L^p)} + \nu 2^{2j} \| \dot{\Delta}_j B_1(u, v) \|_{L^1([0, T]; L^p)} \leq \frac{C}{\nu} \| u \|_{E_p} \| v \|_{E_p} \sum_{j \geq j_0} 2^{-(j-j_0)^2}. \]

The lemma is proved.

### 3.2 The flow of scaling invariant solutions

The theorem about ordinary differential equations which generalizes the classical Cauchy-Lipschitz theorem is the following. The underlying concept is the Osgood condition.

**Definition 3.2.1** Let \( \mu \) be a modulus of continuity. We shall say that \( \mu \) is an Osgood modulus of continuity if and only if
\[ \int_0^\alpha \frac{dr}{\mu(r)} = +\infty. \]

Let us give some examples. The functions
\[ \mu(r) = r, \quad \mu(r) = r (-\log r)^\alpha \quad \text{and} \quad \mu(r) = r (-\log r)(\log(-\log r))^\alpha \]
are Osgood modulus of continuity if \( \alpha < 1 \). The function \( \mu(r) = r^\alpha \) with \( \alpha < 1 \) is not. Neither are the functions
\[ \mu(r) = r (-\log r)^\alpha \quad \text{and} \quad \mu(r) = r (-\log r)(\log(-\log r))^\alpha \]
if \( \alpha \geq 1 \). The interest of this definition is illustrated by the following theorem.

**Theorem 3.2.1** Let \( E \) be a Banach space, \( \Omega \) an open subset of \( E \), \( I \) a open interval of \( \mathbb{R} \) and \( (t_0, x_0) \) an element of \( I \times \Omega \). Let us consider a function \( F \in L^{1}_{\text{loc}}(I; C_\mu(\Omega; E)) \). Let us assume that \( \mu \) is an Osgood modulus of continuity. Then an open interval \( J \) exists such that \( t_0 \in J \subset I \) and such that the equation
\[ (EDO) \quad x(t) = x_0 + \int_{t_0}^t F(t', x(t')) \, dt' \]
has a unique continuous solution defined on \( J \).
Proof of Theorem 3.2.1 Let us begin by proving the uniqueness of the trajectories. Let \( x_1(t) \) and \( x_2(t) \) two solutions of (EDO) defined in a neighbourhood \( \tilde{J} \) of \( t_0 \) with the same initial data \( x_0 \). Let us define \( \delta(t) = \|x_1(t) - x_2(t)\| \). It is obvious that
\[
0 \leq \delta(t) \leq \int_{t_0}^t \gamma(t') \mu(\delta(t')) \, dt' \quad \text{with} \quad \gamma \in L^1_{\text{loc}}(I) \quad \text{and} \quad \gamma \geq 0. \tag{3.6}
\]

Now the key point is the following classical Osgood Lemma which can be understood as a generalization of classical Gronwall Lemma.

Lemma 3.2.1 Let \( \rho \) be a measurable function with value in \( [0, a] \), \( \gamma \) a non negative locally integrable function and \( \mu \) a continuous and non decreasing function. Let us assume that, for a non negative real number \( c \), the function \( \rho \) satisfies
\[
\rho(t) \leq c + \int_{t_0}^t \gamma(t') \mu(\rho(t')) \, dt'. \tag{3.7}
\]
If \( c \) is positive, then we have
\[
-M(\rho(t)) + M(c) \leq \int_{t_0}^t \gamma(t') \, dt' \quad \text{with} \quad M(x) = \int_1^x \frac{dr}{\mu(r)}. \tag{3.8}
\]
If \( c = 0 \) and if \( \mu \) is Osgood then the function \( \rho \) is identically 0.

Let us admit this lemma for a while. We immediately get that \( \delta \equiv 0 \) in (3.6). Now let us prove the existence by considering the classical Picard scheme
\[
x_{k+1}(t) = x_0 + \int_{t_0}^t F(t', x_k(t')) \, dt'.
\]
We skip the fact that for \( J \) small enough, the sequence \( (x_k)_{k \in \mathbb{N}} \) is well defined and bounded in the space \( C_b(J, \Omega) \). Let us state \( \rho_{k,n}(t) = \sup_{t' \leq t} \|x_{k+n}(t') - x_k(t')\| \). We have that
\[
0 \leq \rho_{k+1,n}(t) \leq \int_{t_0}^t \gamma(t') \mu(\rho_{k,n}(t')) \, dt'.
\]
Let us state \( \rho_k(t) = \sup_n \rho_{k,n}(t) \). As \( \mu \) is a non decreasing function we deduce that
\[
0 \leq \rho_{k+1}(t) \leq \int_{t_0}^t \gamma(t') \mu(\rho_k(t')) \, dt'.
\]
Fatou’ Lemma implies now that
\[
\tilde{\rho}(t) = \limsup_{k \to \infty} \rho_k(t) \leq \int_{t_0}^t \gamma(t') \mu(\tilde{\rho}(t')) \, dt'.
\]
Lemma 3.2.1 implies that \( \tilde{\rho}(t) \equiv 0 \) near \( t_0 \); this concluded the proof of Theorem 3.2.1.

Proof of Lemma 3.2.1 Let us state
\[
R_c(t) = c + \int_{t_0}^t \gamma(t') \mu(\rho(t')) \, dt'.
\]

The function \( R_c \) is a continuous non decreasing function. So we have

\[
\frac{dR_c}{dt} = \gamma(t)\mu(\rho(t)) \\
\leq \gamma(t)\mu(R_c(t)).
\]

Let us assume that \( c \) is positive. The function \( R_c \) is also positive. So we infer from (3.9) that

\[
\frac{d}{dt}M(R_c(t)) = \frac{dR_c}{dt}\frac{1}{\mu(R_c(t))} \leq \gamma(t).
\]

Thus we get (3.8) by integration. Let us assume now that \( c = 0 \) and that \( \rho \) is not identically 0 near \( t_0 \). As the function \( \mu \) is non decreasing, we can consider the function \( \tilde{\rho}(t) \) defined as the supremum of \( \rho(t') \) for \( t' \in [t_0, t] \). A real number \( t_1 \) greater than \( t_0 \) exists such that \( \rho(t_1) \) is positive. As the function \( \rho \) satisfies (3.7) with \( c = 0 \), it also satisfies this inequality for any positive \( c' \) less than \( \rho(t_1) \).

Then it comes from (3.8) that

\[
\forall c' \in [0, \rho(t_1)], \quad M(c') \leq \int_{t_0}^{t_1} \gamma(t')dt' + M(\rho(t_1)),
\]

which implies that \( \int_{0}^{1} \frac{dr}{\mu(r)} < +\infty \). Thus the lemma is proved.

Theorem 3.2.1 implies that a flow can be defined. The regularity of the flow can be computed in a general formula.

The following proposition establishes that we have to generalize Osgood Theorem if we want to prove the existence of a flow for solution of \((NS_\nu)\) given by Theorem 3.1.1.

**Proposition 3.2.1** Let \( u_0 \) be a distribution homogeneous of degree \(-1\) and smooth outside the origin. Let \( \mu \) any admissible modulus of continuity such that \( e^{\Delta}u_0 \in L^1([0, T]; C_\mu) \) for some positive \( T \). Then \( \mu \) does not satisfies the Osgood condition.

**Proof of Proposition 3.2.1** The fact that \( u_0 \) is homogenenous of degree \(-1\) implies that \( \nabla S_j u_0 = 2^{2j} S_j u_0(2^{j}\cdot) \) and thus that

\[
\|e^{t\Delta}\nabla S_j u_0\|_{L^\infty} = 2^{2j} \|e^{t\Delta}\nabla S_0 u_0\|_{L^\infty}.
\]

On the space of functions the Fourier transform of which is compactly supported in a fixed compact, the operator \( e^{-c_\Delta} \) is bounded on all the \( L^p \) spaces. As the function \( \Gamma \) is non decreasing, we have, if \( j_t \) denote the greatest integer \( j \) such that \( 2^{-2j} \geq t \),

\[
\sup_j \frac{\|e^{t\Delta}\nabla S_j u_0\|_{L^\infty}}{\Gamma(2^j)} \geq 2^{2j} \frac{\|e^{t\Delta} \nabla S_0 u_0\|_{L^\infty}}{\Gamma(2^{j})} \geq \frac{C}{t} \frac{1}{\Gamma \left( \frac{1}{\sqrt{t}} \right)}.
\]

Thus, if \( e^{t\Delta} u_0 \) is in \( L^1([0, T]; C_\mu) \), we have by definition of \( \Gamma \),

\[
\int_{0}^{\sqrt{T}} \frac{dr}{\mu(r)} = 2 \int_{0}^{T} \frac{dt}{t \Gamma \left( \frac{1}{\sqrt{t}} \right)} \leq c \int_{0}^{T} \|e^{t\Delta} u_0\|_{C_\mu} dt.
\]

The proposition is proved.
Theorem 3.2.2 A constant $C$ exists such that, for any $v$ in the space $L^1([0,T];B_{\infty}^{-r})$, for some positive $r$ and such that a positive integer $j_0$ exists such that

$$N_{j_0}(T,v) \overset{\text{def}}{=} \sup_{j \geq j_0} 2^j \| \Delta_j v \|_{L^1([0,T];L^\infty)} < \frac{1}{C},$$

then a unique a continuous map $\psi$ of $[0,T] \times \mathbb{R}^d$ in $\mathbb{R}^d$ exists such that

$$\psi(t, x) = x + \int_0^t \left( v(t', \psi(t', x)) dt' \right) \quad \text{et} \quad \psi(t, \cdot) - \text{Id} \in C^{1-CN_{j_0}(t,v)} \quad \forall t \leq T.$$

Proof of Theorem 3.2.2 We shall only proof the following lemma.

Lemma 3.2.2 Under the hypothesis of the above theorem, if $\gamma_j$ are two continuous functions such that

$$\gamma_j(t) = x_j + \int_0^t v(t', \gamma_j(t')) dt',$$

we have, if $|x_1 - x_2| \leq 2^{-j_0},$

$$\forall t_0 \leq T, \ |\gamma_1(t_0) - \gamma_2(t_0)| \leq C|x_1 - x_2|^{1-CN_{j_0}(t_0,v)} \exp\left(2^{j_0(r+1)} \int_0^{t_0} \|v(t, \cdot)\|_{B_{\infty}^{-r}} dt\right).$$

Proof of Lemma 3.2.2 Let us decompose $v$ in a low and a high frequency part. This leads to

$$|\gamma_1(t) - \gamma_2(t)| \leq |x_1 - x_2| + \int_0^t |S_j v(t', \gamma_1(t')) - S_j v(t', \gamma_2(t'))| dt'$$

$$+ 2 \int_0^t \sum_{j' \geq j} \| \Delta_j v(t') \|_{L^\infty} dt'$$

$$\leq |x_1 - x_2| + \int_0^t \| \nabla S_j v(t', \cdot) \|_{L^\infty} |\gamma_1(t') - \gamma_2(t')| dt'$$

$$+ 2^{1-j} \sum_{j' \geq j} 2^{1-j} 2^{j'} \int_0^t \| \Delta_j v(t') \|_{L^\infty} dt'.$$

Let us state, for $0 \leq t \leq t_0 \leq T$, $\rho(t) \overset{\text{def}}{=} \sup_{t' \leq t} |\gamma_1(t') - \gamma_2(t')|$ and

$$D_j(t) \overset{\text{def}}{=} |x_1 - x_2| + 2^{2-j} N_{j_0}(t_0,v) + \int_0^t \| \nabla S_j v(t', \cdot) \|_{L^\infty} |\gamma_1(t') - \gamma_2(t')| dt'.$$

By definition of $N_{j_0}(t,v)$, for any $j \geq j_0$, $\rho(t) \leq D_j(t)$. Then, we have,

$$\forall t \leq t_0, \ D_j(t) \leq |x_1 - x_2| + 2^{2-j} N_{j_0}(t_0,v) + \int_0^t \| \nabla S_j v(t', \cdot) \|_{L^\infty} D_j(t') dt'.$$

The Gronwall lemma implies that, for any $t \leq t_0$,

$$D_j(t) \leq \left( |x_1 - x_2| + 2^{2-j} N_{j_0}(t_0,v) \right) \exp \left( \int_0^t \| \nabla S_j v(t', \cdot) \|_{L^\infty} dt' \right).$$
Using Lemma 2.1.1 page 29, we have, for any \( t \leq t_0 \),
\[
\int_0^t \| \nabla S_j v(t', \cdot) \|_{L^\infty} \, dt' \leq \int_0^t \sum_{j' < j_0} 2^{j'} \| \Delta_{j'} v(t', \cdot) \|_{L^\infty} \, dt' + \sum_{j' = j_0}^j \int_0^t 2^{j'} \| \Delta_{j'} v(t', \cdot) \|_{L^\infty} \, dt'
\]
\[
\leq 2^{j_0(r+1)} \int_0^t \| v(t', \cdot) \|_{B^{-r}_{\infty, \infty}} \, dt' + j N_{j_0}(t, v). \tag{3.10}
\]

Thus for any integer \( j \geq j_0 \) and any \( t \leq t_0 \), we have
\[
D_j(t) \leq \left( (|x_1 - x_2| + 2^{-j} N_{j_0}(t_0, v)) \exp \left( 2^{j_0(r+1)} \int_0^t \| v(t', \cdot) \|_{B^{-r}_{\infty, \infty}} \, dt' + j N_{j_0}(t, v) \right) \right).
\]

Let us choose \( 2^j \equiv |x_1 - x_2|^{-1} \); we infer that
\[
\rho(t_0) \leq C |x_1 - x_2|^{1-CN_{j_0}(t_0, v)} \exp \left( 2^{j_0(r+1)} \int_0^{t_0} \| v(t', \cdot) \|_{B^{-r}_{\infty, \infty}} \, dt' \right)
\]
and the lemma is proved.

### 3.3 References and Remarks

Theorem 3.1.1 has been proved by M. Cannone, Y. Meyer and F. Planchon in [3] by a different method. A local version and various extensions of Theorem 3.1.1 can be found in [9]. The rest of this short chapter comes essentially from [11]. For an extensive study if the use of Littlewood-Paley theory in the context of Navier-Stokes equations, we refer to the books [4] by M. Cannone and [39] by P.-G. Lemarié-Rieusset.
Chapter 4

Anisotropic viscosity

The purpose of this section is to study a version of the incompressible Navier-Stokes system in $\mathbb{R}^3$ where the usual Laplacian is substituted by the Laplacian in the horizontal variables,

$$(ANS_\nu) \begin{cases} 
\partial_t u + u \cdot \nabla u - \nu \Delta_h u &= -\nabla p \\
\text{div } u &= 0 \\
u \partial_t u |_{t=0} &= u_0,
\end{cases}$$

where $\Delta_h \overset{\text{def}}{=} \partial_1^2 + \partial_2^2$. We refer to [14] for the motivations. As we shall see, it appears to be partly parabolic (in the horizontal variables) and partly hyperbolic (in the vertical variable). The purpose is to prove theorems analogous to the case of classical Navier-Stokes system.

4.1 Wellposedness with one vertical derivative in $L^2$

To make the basic ideas clearer, we shall first prove a weaker theorem, but the proof of which is simpler. Let us introduce anisotropic Sobolev spaces which are natural here because the horizontal variable $x_h = (x_1, x_2)$ does not play the same role as the vertical one $x_3$.

**Definition 4.1.1** Let $s$ and $s'$ be two real number. The space $H^{s,s'}$ is the space of tempered distributions $u$ such that $\hat{u}$ belongs to $L^1_{\text{loc}}(\mathbb{R}^3)$ and

$$\|u\|^2_{H^{s,s'}} \overset{\text{def}}{=} \int_{\mathbb{R}^3} (1 + |\xi_h|^2)^s(1 + \xi_3^2)^{s'}|\hat{u}(\xi)|^2 d\xi < \infty.$$ 

It is obvious that $H^{s,s'}$ is a Banach space. Our theorem is the following.

**Theorem 4.1.1** Let $u_0$ in an initial data in $H^{0,1}(\mathbb{R}^3)$. Then a positive time $T$ exists such that $u$ belongs to $L^\infty(\mathbb{R}^3)$ and

$$\|u(t)\|^2_{L^2} + 2\nu \int_0^t \|\nabla u(t')\|^2_{L^2} dt' = \|u_0\|^2_{L^2}.$$ 

Moreover, if we have

$$\|u_0\|_{L^2}^{\frac{1}{2}} \|\partial_3 u_0\|_{L^2}^{\frac{1}{2}} \leq c \nu$$

for some small enough constant $c$, then the solution is global.
Proof of Theorem 4.1.1 The lack of smoothing effect in the vertical variable $x_3$ prevents both from solving the system by a fixed point method like in Section 1.2 and from using compactness methods based on the $L^2$ energy estimate. The structure of the proof is the following:

- first, we shall define a family of approximated problems with global smooth solutions,
- then we shall solve globally those approximated problems and prove uniform bounds on this family,
- then, we shall prove that the sequence defined by this procedure is a Cauchy sequence in the energy space $L^\infty([0, T]; L^2) \cap L^2([0, T]; H^{1,0})$.

Step 1: The family of approximated solutions We use the Friedrichs method: let us define the sequence of operators $(P_n)_{n \in \mathbb{N}}$ by

$$P_n a \overset{\text{def}}{=} F^{-1}(1_{B(0,n)} \hat{a})$$

and let us solve

$$(ANS_{\nu,n}) \begin{cases} 
\partial_t u_n - \nu \Delta_h u_n + P_n(u_n \cdot \nabla u_n) - P_n \sum_{1 \leq j, k \leq 3} \Delta^{-1} \partial_j \partial_k (u^j_n u^k_n) = 0 \\
\text{div } u_n = 0 \\
u_n|_{t=0} = P_n u_0
\end{cases}$$

where $\Delta^{-1} \partial_j \partial_k$ is defined precisely in (1.2) page 9. In fact, the system $(ANS_{\nu,n})$ turns out to be an ordinary differential equation on the space

$$L^2_n \overset{\text{def}}{=} \left\{ v \in L^2(\mathbb{R}^3) / \text{div } v = 0 \text{ and } \text{Supp } \hat{v} \subset B(0,n) \right\}$$

with the $L^2$ norm because we have, for any $u$ and $v$ in $L^2_n$,

$$Q_n(u, v) \overset{\text{def}}{=} \left\| P_n(u \cdot \nabla v) - P_n \nabla \sum_{1 \leq j, k \leq 3} \Delta^{-1} \partial_j \partial_k (u^j v^k) \right\|_{L^2} \leq C n^{\frac{3}{2}+1} \| u \|_{L^2} \| v \|_{L^2}.$$ 

Thus, for any $n$, a maximal solution $u_n$ exists in $C^\infty([0, T_n]; L^2_n)$ with of course $T_n > 0$.

Step 2: A priori bounds The first one is easily obtained: it is simply the energy estimate (1.1) page 8 formally done in the introduction and which is now rigorous because $u_n$ is smooth, namely

$$\| u_n(t) \|_{L^2}^2 + 2\nu \int_0^t \| \Delta_h u_n(t') \|_{L^2}^2 dt' = \| P_n u_0 \|_{L^2}^2 \leq \| u_0 \|_{L^2}^2.$$ 

Let us recall some classical blow up result s for ordinary differential equations. Let us state now a necessary condition for blow up.
**Proposition 4.1.1** Let $F$ be a function from $\mathbb{R} \times E$ into $E$ which satisfy the hypothesis of Theorem 3.2.1 at any point $(t_0, x_0)$ of $E$. Let us also assume that a locally bounded function $M$ from $\mathbb{R}^+$ into $\mathbb{R}^+$ and a locally integrable function $\beta$ from $\mathbb{R}^+$ into $\mathbb{R}^+$ exist such that

$$||F(t, u)|| \leq \beta(t)M(||u||).$$

Then if $[T_*, T^*]$ is the maximal intervalle of existence of an integral curve and if $T^*$ is finite, we have

$$\limsup_{t \to T^*} ||u(t)|| = \infty.$$  

**Proof of Proposition 4.1.1** Let us first observe that, if you consider a positive time $T$ such that $||u(t)||$ is bounded on $[T_0, T]$, then we can extend the solution on $[T_0, T_1]$ with $T_1 > T$. As the function $u$ is bounded on $[T_0, T]$, we deduce from the hypothesis on $F$ that,

$$\forall t \in [T_0, T], \quad ||F(t, u(t))|| \leq C\beta(t),$$

the function $\beta$ being integrable on $[T_0, T]$. Thus for any positive $\varepsilon$, a positive $\eta$ exists such that, for any $t$ and $t'$ such that $T - t < \eta$ and $T - t' < \eta$,

$$||u(t) - u(t')|| < \varepsilon.$$  

The space $E$ being complete, $u_*$ exists in $E$ such that $\lim_{t \to T} u(t) = u_*$. Applying Theorem 3.2.1, we construct a solution of (EDO) on $[T_0, T_1]$.

**Corollary 4.1.1** Under the hypotheses of Proposition 4.1.1, if we have in addition

$$||F(t, u)|| \leq M||u||^2,$$

then if the maximal time interval of existence is $[T_*, T^*]$ and $T^*$ is finite, then

$$\int_0^{T^*} ||x(t)||dt = \infty.$$  

**Proof of Corollary 4.1.1** The solution satisfies

$$||x(t)|| \leq ||x_0|| + M\int_0^t ||x(t')||^2dt'.$$

Gronwall’s lemma implies that

$$||x(t)|| \leq ||x_0|| \exp\left(M\int_0^t ||x(t')||dt'\right).$$

Thanks to Corollary 4.1.1, this implies that, for any $n$, the solution $u_n$ of $(ANS_{\nu, n})$ is global which means that, for any $n$, $u_n$ belongs to $C^\infty(\mathbb{R}^+; L^2_\nu)$.  

The second a priori bound is more difficult to obtain. Let us differentiate $(ANS_{\nu, n})$ with respect to $\partial_3$. This gives, dropping the index $n$ in order to make the notations lighter,

$$||\partial_3u(t)||_{L^2}^2 + 2\nu\int_0^t ||\nabla_h \partial_3u(t')||_{L^2}^2dt' = ||\partial_3P_n \nu u_0||_{L^2}^2 - 2\sum_{1 \leq k, \ell \leq 3} I_{k, \ell}(t) \quad (4.3)$$

with

$$I_{k, \ell}(t) \overset{\text{def}}{=} \int_{\mathbb{R}^t} \partial_3 u^k(t)\partial_3 u^{\ell}(t)\partial_3 u^{\ell}(t)dx.$$  

Let us start with the term $I_{k, \ell}$ with $k \neq 3$, namely the terms which contain only two vertical derivatives, which are the one which are not compensated by any smoothing effect. The following proposition will be useful.
Proposition 4.1.2 A constant $C$ exists such that
\[
\left( \int_{\mathbb{R}^3} a(x)b(x)c(x)dx \right)^2 \leq C \min \left\{ \|a\|_{L^\infty(\mathbb{R};L^2_h)} \|\nabla_h b\|_{L^2}; \|\nabla_h a\|_{L^\infty(\mathbb{R};L^2_h)} \|b\|_{L^2} \right\} \times \|a\|_{L^\infty(\mathbb{R};L^2_h)} \|\nabla_h c\|_{L^2} \|c\|_{L^2}.
\]

Proof of Proposition 4.1.2 Let us write that
\[
J(a, b, c) \overset{\text{def}}{=} \int_{\mathbb{R}^3} a(x)b(x)c(x)dx
= \int_{\mathbb{R}} dx_3 \int_{\mathbb{R}^2} a(x_h, x_3)b(x_h, x_3)c(x_h, x_3)dx_h.
\]
The Hölder inequality implies that
\[
J(a, b, c) \leq \int_{\mathbb{R}} \|a(\cdot, x_3)\|_{L^2_h} \|b(\cdot, x_3)\|_{L^4_h} \|c(\cdot, x_3)\|_{L^4_h} dx_3
\leq \|a\|_{L^\infty(\mathbb{R};L^2_h)} \|b\|_{L^2(\mathbb{R};L^4_h)} \|c\|_{L^2(\mathbb{R};L^4_h)}.
\]
Then using the Sobolev inequality, the interpolation inequality and the Cauchy-Schwarz inequality, we get that
\[
\|b\|_{L^2(\mathbb{R};L^4_h)}^2 \leq \int_{\mathbb{R}} \|\nabla_h b(\cdot, x_3)\|_{L^2_h} \|b(\cdot, x_3)\|_{L^4_h} dx_3
\leq \|\nabla_h b\|_{L^2} \|b\|_{L^2}.
\]
The proof of the other inequality is similar.

We shall also use a corollary of this proposition.

Corollary 4.1.2 A constant $C$ exists such that
\[
\left( \int_{\mathbb{R}^3} a(x)b(x)c(x)dx \right)^2 \leq C\|\partial_3 a\|_{L^2}\|a\|_{L^2}\|\nabla_h b\|_{L^2}\|b\|_{L^2}\|\nabla_h c\|_{L^2}\|c\|_{L^2}.
\]

Proof of Corollary 4.1.2 Let us observe that
\[
\|a(\cdot, x_3)\|_{L^2_h}^2 = \int_{-\infty}^{x_3} \frac{d}{dy_3} \left( \int_{\mathbb{R}^2} |a(x_h, y_3)|^2 dx_h \right) dy_3
= 2 \int_{-\infty}^{x_3} \int_{\mathbb{R}^2} a(x_h, y_3) \partial_{y_3} a(x_h, y_3) dx_h dy_3.
\]
Cauchy-Schwarz inequality implies that
\[
\forall x_3 \in \mathbb{R}, \|a(\cdot, x_3)\|_{L^2_h}^2 \leq 2\|\partial_3 a\|_{L^2}\|a\|_{L^2}.
\]
The corollary is proved.

Let us go back to the proof of Theorem 4.1.1. Applying the above corollary in the case when $a = \partial_k u^\ell$, $b = \partial_3 u^k$ and $\partial_3 u^\ell$ gives
\[
I_{k,\ell}(t) \leq C\|\nabla_h \partial_3 u(t)\|_{L^2}^3 \|\partial_3 u(t)\|_{L^2}\|\nabla_h u(t')\|_{L^2}^\frac{1}{2}.
\]
The estimate of the terms \( I_{3,\ell} \) demands the use of the special structure of the system, namely
the fact that the non linear term is \( u \cdot \nabla u \) and that the vector fields involved are divergence free. The divergence free condition implies that
\[
I_{3,\ell}(t) = \int_{\mathbb{R}^3} \partial_3 u^3(t, x) \partial_3 u^\ell(t, x) \partial_3 u^\ell(t, x) \, dx
\]
\[
= - \int_{\mathbb{R}^3} \text{div}_h \, u^h(t, x) \partial_3 u^\ell(t, x) \partial_3 u^\ell(t, x) \, dx.
\]
This term is strictly analogous to the preceding ones. Thus, we have that, for any \( k \) and \( \ell \),
\[
I_{k,\ell}(t) \leq C \| \nabla_h \partial_3 u(t) \|_{L^2}^2 \| \partial_3 u(t) \|_{L^2} \| \nabla_h u(t) \|_{L^2}^2.
\]
Plugging this in the energy estimate (4.3) gives
\[
\| \partial_3 u(t) \|_{L^2}^2 + 2\nu \int_0^t \| \nabla_h \partial_3 u(t') \|_{L^2}^2 \, dt' \leq \| \partial_3 u_0 \|_{L^2}^2 + C \int_0^t \| \nabla_h \partial_3 u(t') \|_{L^2}^2 \| \partial_3 u(t') \|_{L^2} \| \nabla_h u(t') \|_{L^2}^2 \, dt'.
\]
Using the convexity inequality \( ab \leq \frac{1}{4} a^4 + \frac{3}{4} b^4 \), we have
\[
\| \partial_3 u(t) \|_{L^2}^2 + \nu \int_0^t \| \nabla_h \partial_3 u(t') \|_{L^2}^2 \, dt' \leq \| \partial_3 u_0 \|_{L^2}^2 + C \frac{\nu}{\nu^3} \int_0^t \| \partial_3 u(t') \|_{L^2}^2 \| \nabla_h u(t') \|_{L^2}^2 \, dt'. \quad (4.4)
\]
Let us reintroduce for the moment the index \( n \) and define
\[
T_n \overset{\text{def}}{=} \sup \left\{ t > 0 \mid \| \partial_3 u_n(t) \|_{L^2((0,t];L^2)} + \nu \| \nabla_h \partial_3 u_n \|_{L^2((0,t];L^2)} \leq 2 \| \partial_3 u_0 \|_{L^2} \right\}.
\]
As the function \( u_n \) is continuous with value in \( H^s \) for any \( s \) and as \( \| \partial_3 P_n u_0 \|_{L^2} \leq \| \partial_3 u_0 \|_{L^2} \) in \( L^2 \), the time \( T_n \) is positive and for any \( t < T_n \), we have
\[
\| \partial_3 u_n(t) \|_{L^2}^2 + \nu \int_0^t \| \nabla_h \partial_3 u_n(t') \|_{L^2}^2 \, dt' \leq \| \partial_3 u_0 \|_{L^2}^2 \left( 1 + \frac{C}{\nu^3} \| \partial_3 u_0 \|_{L^2}^2 \right) \int_0^t \| \nabla_h u_n(t') \|_{L^2}^2 \, dt'. \quad (4.5)
\]
Thanks to the energy estimate (4.2), we have, for any \( t < T_n \),
\[
\| \partial_3 u_n(t) \|_{L^2}^2 + \nu \int_0^t \| \nabla_h \partial_3 u_n(t') \|_{L^2}^2 \, dt' \leq \| \partial_3 u_0 \|_{L^2}^2 \left( 1 + \frac{C}{\nu^3} \| \partial_3 u_0 \|_{L^2}^2 \right) \| u_0 \|_{L^2}^2.
\]
Thus under the smallness condition (4.1), we have that \( T_n = +\infty \) and thus,
\[
\forall t \geq 0, \forall n \in \mathbb{N}, \| \partial_3 u_n(t) \|_{L^2}^2 + \nu \int_0^t \| \nabla_h \partial_3 u_n(t') \|_{L^2}^2 \, dt' \leq 2 \| \partial_3 u_0 \|_{L^2}^2.
\]
Now, let us investigate the case when the initial data does not satisfy the smallness condition. We shall write \( u_n \) as a perturbation of the free solution \( u_{N_0,F} \overset{\text{def}}{=} e^{t \Delta} P_n P_{N_0} u_0 \) by stating
\[
w_n \overset{\text{def}}{=} u_n - u_{N_0,F},
\]
the integer \( N_0 \) being chosen later on. Inequality (4.5) becomes
\[
\| \partial_3 u_n(t) \|_{L^2}^2 + \nu \int_0^t \| \nabla_h \partial_3 u_n(t') \|_{L^2}^2 \, dt' \leq \| \partial_3 u_0 \|_{L^2}^2 \left( 1 + \frac{C}{\nu^3} \| \partial_3 u_0 \|_{L^2}^2 \right) \left( \int_0^t \| \nabla_h u_{N_0,F}(t') \|_{L^2}^2 \, dt' + \int_0^t \| \nabla_h w_n(t') \|_{L^2}^2 \, dt' \right).
\]
By definition of $u_{N_0,F}$, we get
\[
\|\partial^3 u_n(t)\|_{L^2}^2 + \nu \int_0^t \| \nabla_h \partial^3 u_n(t') \|_{L^2}^2 dt' 
\leq \|\partial^3 u_0\|_{L^2}^2 \left(1 + \frac{C}{\nu^3} \|\partial^3 u_0\|_{L^2}^2 \left(tN_0^5 \|u_0\|_{L^2}^2 + \int_0^t \|\nabla_h w_n(t')\|_{L^2}^2 dt' \right) \right).
\]

Let us estimate $\int_0^t \|\nabla_h w_n(t')\|_{L^2}^2 dt'$. By definition of $w$, we have
\[
d_t w_n - \nu \Delta_h w_n + P_n(u_n \cdot \nabla w_n) + P_n(u_n \cdot \nabla u_{N,F}) = -\nabla p_n \\
\text{div } w_n = 0 \\
w_n|_{t=0} = (\text{Id} - P_{N_0})u_0.
\]

Using the divergence free condition, we get by energy estimate that
\[
\nu \int_0^t \|\nabla_h w(t')\|_{L^2}^2 dt' \leq \|(\text{Id} - P_{N_0})u_0\|_{L^2}^2 - 2 \int_0^t \langle u_n(t') \cdot \nabla u_{N_0,F}, w_n(t') \rangle dt'.
\]

Let us notice that, using Lemma 2.1.1,
\[
\|\langle u_n(t') \cdot \nabla u_{N_0,F}, w_n(t') \rangle\| \leq \|\nabla u_{N_0,F}(t')\|_{L^\infty(\mathbb{R}^3)} \|u_n(t)\|_{L^2} \|w_n(t)\|_{L^2} \\
\leq C \|u_0\|_{L^2}^2 \|\nabla u_{N_0,F}(t')\|_{L^\infty(\mathbb{R}^3)} \\
\leq C N_0^{\frac{5}{2}} \|u_0\|_{L^2}^2.
\]

Thus, for any $n$,
\[
\nu \int_0^t \|\nabla_h w_n(t')\|_{L^2}^2 dt' \leq \|(\text{Id} - P_{N_0})u_0\|_{L^2}^2 + tN_0^2 \|u_0\|_{L^2}^3.
\]

We infer that
\[
\|\partial^3 u_n(t)\|_{L^2}^2 + \nu \int_0^t \| \nabla_h \partial^3 u_n(t') \|_{L^2}^2 dt' 
\leq \|\partial^3 u_0\|_{L^2}^2 \left(1 + \frac{C}{\nu^3} \|\partial^3 u_0\|_{L^2}^2 \left(tN_0^5 \|u_0\|_{L^2}^2 + \frac{1}{\nu} \|(\text{Id} - P_{N_0})u_0\|_{L^2}^2 + \frac{1}{\nu^4} tN_0^{\frac{5}{2}} \|u_0\|_{L^2}^3 \right) \right).
\]

Choosing $N_0$ and then $T$ such that the above quantity is small enough ensures that, for any $t \leq T$, we have, for any $n$
\[
\|\partial^3 u_n(t)\|_{L^2}^2 + \nu \int_0^t \| \nabla_h \partial^3 u_n(t') \|_{L^2}^2 dt' \leq 2 \|\partial^3 u_0\|_{L^2}^2. \tag{4.6}
\]

Classical compactness arguments allows to exhibit a solution $u$ of (ANS$_\nu$) which belongs to $L^\infty([0,T]; H^{0,1}) \cap L^2([0,T]; H^{1,1})$. To prove uniqueness, let us prove the following lemma.

**Lemma 4.1.1** Let $u_j, j \in \{1,2\}$ be two solutions of (ANS$_\nu$) in the space $L^\infty([0,T]; H^{0,1}) \cap L^2([0,T]; H^{1,1}).$

Then we have
\[
\|u_2(t) - u_1(t)\|_{L^2}^2 + 2\nu \int_0^t \| \nabla_h (u_2 - u_1)(t') \|_{L^2}^2 dt' \leq \|((u_2 - u_1)(0))\|_{L^2}^2 \exp M_{u}(t) \text{ with } M_{u(t)} \overset{\text{def}}{=} \frac{C}{\nu^3} \int_0^t \|\nabla u(t')\|_{L^2} \|\nabla u(t')\|_{L^2} dt'.
\]
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Remark As $u_j$ belongs to $L^\infty([0,T];H^{0,1}) \cap L^2([0,T];H^{1,1})$, we have

$$M_{u_j}(t) \leq \frac{C}{\nu^2} ||\partial_t \nabla_h u_j||_{L^2_t(L^2)} \left( \frac{1}{\sqrt{2\nu}} ||u_j(0)||_{L^2} + t^\frac{1}{2} ||\partial_t^3 u_j||_{L^\infty_t(L^2)} \right).$$

Proof of Lemma 4.1.1 Stating $u_{21} \overset{\text{def}}{=} u_2 - u_1$, we get, by a $L^2$ energy estimate

$$\|u_{21}(t)\|_{L^2}^2 + 2\nu \int_0^t \|\nabla_h u_{21}(t')\|_{L^2}^2 dt' = -I^h(t) - I^v(t)$$

with

$$I^h(t) \overset{\text{def}}{=} \sum_{1 \leq k \leq 2} \int_0^t \int_{\mathbb{R}^3} u_{21}^k(t') \partial_k u_1^k(t') u_{21}^k(t') dt' dx$$

and

$$I^v(t) \overset{\text{def}}{=} \sum_{1 \leq \ell \leq 3} \int_0^t \int_{\mathbb{R}^3} u_{21}^\ell(t') \partial_3 u_1^\ell(t') u_{21}^\ell(t') dt' dx.$$

Corollary 4.1.2 applied with $a = \partial_k u_1^k$, $b = u_{21}^k$, and $c = u_{21}^k$, implies that

$$I^h(t) \leq \int_0^t \|\partial_h \nabla_h u_j(t')\|_{L^2} \|\nabla_h u_j(t')\|_{L^2} \|u_{21}(t')\|_{L^2} dt'$$

$$\leq \nu^2 \int_0^t \|\nabla_h u_{21}(t')\|_{L^2} dt' + \frac{C}{\nu} \int_0^t \|\partial_h \nabla_h u_j(t')\|_{L^2} \|\nabla_h u_j(t')\|_{L^2} \|u_{21}(t')\|_{L^2}^2 dt'.$$

Proposition 4.1.2 applied with $a = u_{21}^3$, $b = \partial_3 u_1^3$, and $c = u_{21}^3$ gives

$$I^v(t) \leq \int_0^t \|u_{21}^3(t')\|_{L^\infty(\mathbb{R}^3;L^2_h)} \|\partial_3 \nabla_h u_j(t')\|_{L^2} \|\partial_3 u_j(t')\|_{L^2} \|\nabla_h u_{21}(t')\|_{L^2} \|u_{21}(t')\|_{L^2}^2 dt'.$$

The following property is important.

Lemma 4.1.2 Let $v$ be a divergence free vector field. Then we have

$$\|v^3\|_{L^\infty(\mathbb{R}^3;L^2_h)} \leq \sqrt{2} \|\nabla_h v\|_{L^2} \|v\|_{L^2}.$$

Proof of Lemma 4.1.2 Let us write that

$$\|v^3(\cdot,x_3)\|_{L^2_h}^2 = 2 \int_{-\infty}^{x_3} \left( \int_{\mathbb{R}^2} \partial_{y_3} v^3(x_3,y_3) v^3(x_3,y_3) dx_3 \right) dx_3$$

$$= -2 \int_{-\infty}^{x_3} \left( \int_{\mathbb{R}^2} \text{div}_h v^h(x_3,y_3) v^3(x_3,y_3) dx_h \right) dx_3.$$

The Cauchy Schwarz inequality allows to conclude this proof.

Let us go back to the proof of Lemma 4.1.1. Now, we have

$$I^v(t) \leq \int_0^t \|\nabla_h u_{21}(t')\|_{L^2} \|u_{21}(t')\|_{L^2} \|\partial_3 \nabla_h u_j(t')\|_{L^2} \|\partial_3 u_j(t')\|_{L^2} \|u_{21}(t')\|_{L^2}^2 dt'$$

$$\leq \nu^2 \int_0^t \|\nabla_h u_{21}(t')\|_{L^2} dt' + \frac{C}{\nu} \int_0^t \|\partial_3 \nabla_h u_j(t')\|_{L^2} \|\partial_3 u_j(t')\|_{L^2} \|u_{21}(t')\|_{L^2}^2 dt'.$$

The application of the Gronwall lemma concludes the proof.
4.2 Anisotropic viscosity and scaling invariant spaces

This study requires a careful use of Littlewood-Paley theory in the vertical variable. Let us consider the partition of unity on \( \mathbb{R} \) given by Proposition 2.1.1 page 31. We take the same notation in order to avoid heaviness. We have the following equivalent of Lemma 2.1.1 page 29.

**Lemma 4.2.1** Let \( \| \cdot \|_E \) be a semi-norm and \( B \) a ball and \( C \) a ring of \( \mathbb{R} \). A constant \( C \) exists which satisfies the following properties.

For any positive \( \lambda \), any \( 1 \leq p \leq q \leq \infty \), we have, for any function \( u \), the Fourier transform in the horizontal variable of which is supported in \( \lambda B \), we have

\[
\| \partial^k_{3} a \|_{L^q(\mathbb{R} \times \mathbb{R}^3; E)} \leq C \lambda^k + \frac{1}{\pi} \| a \|_{L^p(\mathbb{R} \times \mathbb{R}^3; E)}.
\]

For any positive \( \lambda \), for any function \( u \), the Fourier transform in the horizontal variable of which is supported in \( \lambda C \), we have

\[
\| a \|_{L^p(\mathbb{R} \times \mathbb{R}^3; E)} \leq C \lambda^{-k} \| \partial^k_{3} u \|_{L^p(\mathbb{R} \times \mathbb{R}^3; E)}.
\]

The proof is the same as the one of Lemma 2.1.1 page 29 and thus omitted.

**Lemma 4.2.2** Let \( C \) be a ring of \( \mathbb{R} \). A constant \( C \) exists such that for any divergence free vector field the Fourier transform of which is supported in \( \lambda C \), we have

\[
\| v^3 \|_{L^\infty(\mathbb{R} \times \mathbb{R}^3; E)} \leq C \lambda^{-\frac{1}{2}} \| \text{div}_h v^h \|_{L^2(\mathbb{R} \times \mathbb{R}^3; E)}.
\]

**Proof of Lemma 4.2.2** Left as an exercise.

Let us define the space we are going to work with.

**Definition 4.2.1** Let us define the following seminorms.

\[
\| a \|_{\mathcal{B}^0,s} \overset{\text{def}}{=} \sum_{j \in \mathbb{Z}} 2^{js} \| \Delta_j u \|_{L^2},
\]

\[
\| a \|_{\mathcal{L}^p_T(\mathcal{B}^0,s)} \overset{\text{def}}{=} \sum_{j \in \mathbb{Z}} 2^{js} \| \Delta_j u \|_{L^p_T(L^2)} \quad \text{and}
\]

\[
\| a \|_{T,s} \overset{\text{def}}{=} \| a \|_{\mathcal{L}^\infty_T(\mathcal{B}^0,s)} + \sqrt{2\nu} \| \nabla_h a \|_{L^2_T(\mathcal{B}^0,s)}.
\]

Let us define the following spaces inhomogenous spaces.

\[
\mathcal{B}^0,s \overset{\text{def}}{=} \{ u \in L^2 / \| a \|_{\mathcal{B}^0,s} < \infty \} \quad \text{and}
\]

\[
\mathcal{B}^0_T,s \overset{\text{def}}{=} \{ u \in L^\infty_T(L^2) / \| a \|_{T,s} < \infty \}.
\]

Now we can state the main theorem of this chapter.

**Theorem 4.2.1** Let \( u_0 \) be in \( \mathcal{B}^{0,\frac{1}{2}} \). Then a positive \( T \) exists such that a unique solution exists in \( \mathcal{B}_T^{0,\frac{1}{2}} \). This solution is continuous with value in \( \mathcal{B}^{0,\frac{1}{2}} \). Moreover, if \( \| u_0 \|_{\mathcal{B}^{0,\frac{1}{2}}} \leq c\nu \) with small enough \( c \), then \( T \) can be choosen equal to \( +\infty \).
We shall not prove this theorem totally here. We refer to the work [47] of M. Paicu for a complete proof of this theorem. We shall only prove a part of it, namely the following theorem.

**Theorem 4.2.2** A constant $c$ exists such that, for $u_0$ in $\dot{B}^{0,1}$, if $\|u_0\|_{\dot{B}^{0,1}} \leq cv$, then the solution given by Theorem 4.1.1 is global.

**Proof of Theorem 4.2.2** Let us admit for the time being the following lemma.

**Lemma 4.2.3** For any positive $s$, a constant $C_0$ exists such that

$$\left| \int_0^T (\Delta_j(u\nabla u)|\Delta_j u) dt \right| \leq \frac{C_0}{\nu} \|u\|_{T,\frac{1}{2}} \|u\|_{T,s}^2 c_j 2^{-2js}$$

where, as in all that follows in the chapter, $(c_j)_{j \in \mathbb{Z}}$ denotes a generic series of non-negative terms the sum of which is 1.

Then, let us consider the sequence $(u_n)_{n \in \mathbb{N}}$ of solutions of $(ANS_{c,n})$ and let us define

$$T_n \overset{\text{def}}{=} \sup \left\{ t \geq 0 \mid \|u_n\|_{t,\frac{1}{2}} \leq 4\|u_0\|_{\dot{B}^{0,1}} \right\}.$$ 

As $u_n$ is a smooth function, it is easy to see that if $\|u_0\|_{\dot{B}^{0,1}}$ is less than $cv$, then, for any $n$, $T_n$ is positive. Applying Lemma 4.2.3 with $s = 1/2$ or $s = 1$, we get, by (localized in frequency) energy estimate, that, for any $T \leq T_n$,

$$2^{2js} \|\Delta_j u_n\|_{L^\infty_T(L^2)}^2 + 2\nu 2^{2js} \|\Delta_j \nabla_h u_n\|_{L^2_T(L^2)}^2 \leq 2^{2js} \|\Delta_j u_0\|_{L^2} + 4 \frac{C_0}{\nu} \|u_0\|_{\dot{B}^{0,1}} \|u_n\|_{T,s}^2 c_j^2.$$ 

This inequality can be written

$$\left(2^{2js} \|\Delta_j u_n\|_{L^\infty_T(L^2)} + \sqrt{2\nu} 2^{2js} \|\Delta_j \nabla_h u_n\|_{L^2_T(L^2)} \right)^2 \leq 2 \left(\|u_0\|_{\dot{B}^{0,1}} + 4 \frac{C_0}{\nu} \|u_0\|_{\dot{B}^{0,1}} \right)^{\frac{1}{2}} \|u_n\|_{T,s}^2 c_j.$$ 

By definition of $\|u\|_{T,s}$ semi norms, we deduce that for any $T < T_n$,

$$\|u_n\|_{T,s} \leq \sqrt{2} \|u_0\|_{\dot{B}^{0,1}} + 2\nu \sqrt{2} \left(\frac{C_0}{\nu} \|u_0\|_{\dot{B}^{0,1}} \right)^{\frac{1}{2}} \|u_n\|_{T,s}.$$ 

Thus choosing $\|u_0\|_{\dot{B}^{0,1}}$ small enough will give, for $s = 1/2$ or $s = 1$,

$$\forall t < T_n, \|u_n\|_{T,s} \leq 2\|u_0\|_{\dot{B}^{0,1}}.$$ 

Applying this with $s = 1/2$ gives $T_n = +\infty$ and then, for $s = 1/2$ or $s = 1$,

$$\forall T \geq 0, \|u_n\|_{T,s} \leq 2\|u_0\|_{\dot{B}^{0,1}}.$$ 

As obviously

$$\|\partial_3 u_n\|_{L^\infty_T(L^2)}^2 + 2\nu \|\partial_3 \nabla_h u_n\|_{L^2_T(L^2)}^2 \leq \|u_n\|_{T,1},$$

Theorem 4.2.2 is proved, provided of course that we prove Lemma 4.2.3.
Proof of Lemma 4.2.3 It relies on anisotropic paradifferential calculus. Moreover, we have to distinguish between horizontal and vertical derivates. This leads to introduce the following notations.

\[ I_{j,j'}^{1,h}(T) = \sum_{k=1}^{2} \int_{0}^{T} \int_{\mathbb{R}^{3}} \hat{\Delta}_j(\hat{S}_{j'-1} u^k \partial_k \hat{S}_j u) \hat{\Delta}_j u \, dx dt \]

\[ I_{j,j'}^{2,h}(T) = \sum_{k=1}^{2} \int_{0}^{T} \int_{\mathbb{R}^{3}} \hat{\Delta}_j(\hat{\Delta}_j u^k \partial_k \hat{S}_j u) \hat{\Delta}_j u \, dx dt \]

\[ I_{j,j'}^{1,v}(T) = \int_{0}^{T} \int_{\mathbb{R}^{3}} \hat{\Delta}_j(\hat{S}_{j'-1} u^3 \partial_3 \hat{S}_j u) \hat{\Delta}_j u \, dx dt \]

\[ I_{j,j'}^{2,v}(T) = \int_{0}^{T} \int_{\mathbb{R}^{3}} \hat{\Delta}_j(\hat{\Delta}_j u^3 \partial_3 \hat{S}_j u) \hat{\Delta}_j u \, dx dt. \]

Now we have

\[ I_j(T) = \int_{0}^{T} (\hat{\Delta}_j(u \cdot \nabla u) | \hat{\Delta}_j u) \, dt \]

\[ = \sum_{j'} \left( I_{j,j'}^{1,h}(T) + I_{j,j'}^{2,h}(T) + I_{j,j'}^{1,v}(T) + I_{j,j'}^{2,v}(T) \right). \]

As the terms \( I_{j,j'}^{1,h}(T) \) and \( I_{j,j'}^{2,h}(T) \) are analogous, we shall only prove estimates on \( I_{j,j'}^{2,h}(T) \).

Proposition 4.2.1 Let \((s_1, s_2) \in \mathbb{R}^2\) such that \( s_1 > 0 \). A constant \( C \) exists such that, if

\[ I_{j}^{2,h}(a, b, c)(T) \overset{\text{def}}{=} \sum_{j'} \int_{0}^{T} \int_{\mathbb{R}^{3}} \hat{\Delta}_j(\hat{\Delta}_j a \partial_k \hat{S}_j u^2 b) \hat{\Delta}_j c \, dx dt, \]

then, we have

\[ I_{j}^{2,h}(a, b, c)(T) \leq \frac{C}{\nu} 2^{2j(s_1+s_2)} ||a||_{T,s_1} ||b||_{T,\frac{1}{2}} ||c||_{T,s_2}. \]

Proof of Proposition 4.2.1 Thanks to Proposition 4.1.2, we have

\[ I_{j,j'}^{2,h}(a, b, c)(T) \overset{\text{def}}{=} \left| \int_{0}^{T} \int_{\mathbb{R}^{3}} \hat{\Delta}_j(\hat{\Delta}_j a \partial_k \hat{S}_j u^2 b) \hat{\Delta}_j c \, dx dt \right| \]

\[ \leq \int_{0}^{T} ||\nabla_h \hat{S}_j u^2 b(t)||_{L^{\infty}(\mathbb{R}^{3}; L^{\infty}_h)} ||\nabla_h \hat{\Delta}_j a(t)||_{L^{2}_2} ||\hat{\Delta}_j c(t)||_{L^{2}_2} \times ||\nabla_h \hat{\Delta}_j c(t)||_{L^{2}_2} \]

By definition of \( || \cdot ||_{T,s} \), we have

\[ I_{j,j'}^{2,h}(a, b, c)(T) \leq \frac{1}{\nu} 2^{\frac{1}{2} s_1 - \frac{1}{2} s_2} ||a||_{T,s_1} ||b||_{T,\frac{1}{2}} ||c||_{T,s_2} \int_{0}^{T} ||\nabla_h \hat{S}_j u^2 b(t)||_{L^{\infty}(\mathbb{R}^{3}; L^{\infty}_h)} \]

\[ \times ||\nabla_h \hat{\Delta}_j a(t)||_{L^{2}_2} ||\nabla_h \hat{\Delta}_j c(t)||_{L^{2}_2} \, dt. \]

We shall often use the following lemma which is a straightforward consequence of Lemma 4.2.1 and of the definition of the semi norm \( || \cdot ||_{T,s} \).
Lemma 4.2.4  A constant $C$ exists such that, for any $j$
\[ \|\hat{S}_j a\|_{L^2_T(L^\infty_\Sigma(R_{s_1};L^2_\Sigma))} + \sqrt{\nu}\|\hat{S}_j \nabla_h a\|_{L^2_T(L^\infty_\Sigma(R_{s_1};L^2_\Sigma))} \leq C\|a\|_{T,\frac{1}{2}}. \]
For any $\sigma$ less than $1/2$, a constant $C$ exists such that
\[ \|\hat{S}_j a\|_{L^2_T(L^\infty_\Sigma(R_{s_1};L^2_\Sigma))} + \sqrt{\nu}\|\hat{S}_j \nabla_h a\|_{L^2_T(L^\infty_\Sigma(R_{s_1};L^2_\Sigma))} \leq C\|a\|_{T,\sigma} c_j 2^{j(\frac{1}{2} - \sigma)} \]
where, as in this whole chapter, $(c_j)_{j\in\mathbb{Z}}$ denotes a non negative series the sum of which is $1$.

Let us go back to the proof of Proposition 4.2.1. Using the above lemma, the Hölder inequality, Lemma 4.2.4 and the definition of $\| \cdot \|_{T,s}$, we get
\[ I_{j,j'}^{2,h}(a,b,c)(T) \leq C_j c_j 2^{-j} 2^{-j_1} 2^{-j_2} 2^{-j_{s_1}} 2^{-j_{s_2}} a_{T,s_1} c_{T,s_2} \]
\[ \times \|\nabla_h \hat{S}_j a(\cdot)\|_{L^2_T(L^2)} \|\nabla_h \hat{S}_j b(\cdot)\|_{L^2_T(L^2)} \]
\[ \leq C_j c_j 2^{-j} 2^{-j_1} 2^{-j_2} \|a\|_{T,s_1} \|b\|_{T,\frac{1}{2}} \|c\|_{T,s_2}. \]

Now let us observe that, as the support of the vertical Fourier transform of $\hat{S}_j a \partial_h \hat{S}_j b$ is supported in a ball of type $2^{j}B$, then
\[ 2^{j(s_1+s_2)} I_{j}^{2,h}(a,b,c)(T) \leq \sum_{j' > j - N_0} 2^{j(s_1+s_2)} I_{j,j'}^{2,h}(a,b,c)(T) \]
\[ \leq C_j c_j 2^{-j} 2^{-j_1} 2^{-j_2} \|a\|_{T,s_1} \|b\|_{T,\frac{1}{2}} \|c\|_{T,s_2} \sum_{j' > j - N_0} c_j 2^{-j'_{s_1} s_1}. \]

Proposition 4.2.1 is proved.

Along the same lines, we have the following proposition.

Proposition 4.2.2  Let $(s_1,s_2) \in \mathbb{R}^2$ such that $s_2 > 0$. A constant $C$ exists such that, if
\[ I_{j}^{1,h}(a,b,c)(T) \defeq \sum_{j'} \int_0^T \int_{\mathbb{R}^3} \hat{S}_{j'}(\hat{S}_{j'-1} a \partial_h \hat{S}_{j'} b) \hat{S}_j c \, dt \, dx, \]
then, we have
\[ I_{j}^{1,h}(a,b,c)(T) \leq C_j c_j 2^{-j} 2^{-j_{s_1}} \|a\|_{T,\frac{1}{2}} \|b\|_{T,s_1} \|c\|_{T,s_2}. \]

Now let us estimate the terms that involves vertical derivatives. We shall use the structure of the non linear term. The main point is that whenever $\partial_3$ shows up, so does $u^3$.

Proposition 4.2.3  Let $(s_1,s_2) \in \mathbb{R}^2$ $s_1 > 0$ is positive. A constant $C$ exists such that, if $w$ is a divergence free vector field, then
\[ I_{j}^{2,v}(w,a,b)(T) \defeq \sum_{j'} \int_0^T \int_{\mathbb{R}^3} \hat{S}_{j'}(\hat{S}_{j'-1} w \partial_3 \hat{S}_{j'+2} a) \hat{S}_j b \, dt \, dx, \]
then, we have
\[ I_{j}^{2,v}(w,a,b)(T) \leq C_j c_j 2^{-j} 2^{-j_{s_1}} \|w\|_{T,s_1} \|a\|_{T,\frac{1}{2}} \|b\|_{T,s_2}. \]
Proof of Proposition 4.2.3 Applying Proposition 4.1.2 and then Lemma 4.2.2, we get

\[ I^{2,v}_{j,j'}(w, a, b)(T) \overset{\text{def}}{=} \left| \int_0^T \int_{\mathbb{R}^3} \Delta_j(\Delta_{j'}w^3 \partial_3 \tilde{S}_{j'+2} a) \Delta_j b \, dt \, dx \right| \]

\[ \leq \int_0^T \| \Delta_{j'}w^3 \|_{L^\infty(\mathbb{R}_x; L^2_h)} \| \partial_3 \nabla_h \tilde{S}_{j'+2} a(t) \|_{L^2}^\frac{1}{2} \| \partial_3 \tilde{S}_{j'+2} a(t) \|_{L^2}^\frac{1}{2} \times \| \nabla_h \Delta_j b(t) \|_{L^2}^\frac{1}{2} \| \Delta_j b(t) \|_{L^2}^\frac{1}{2} dt \]

\[ \leq 2^{-s} \int_0^T \| \Delta_{j'} \nabla_h w \|_{L^2} \| \partial_3 \nabla_h \tilde{S}_{j'+2} a(t) \|_{L^2}^\frac{1}{2} \| \partial_3 \tilde{S}_{j'+2} a(t) \|_{L^2}^\frac{1}{2} \times \| \nabla_h \Delta_j b(t) \|_{L^2}^\frac{1}{2} \| \Delta_j b(t) \|_{L^2}^\frac{1}{2} dt. \]

Using the Hölder inequality and then Lemma 4.2.4 and the definition of \( \| \cdot \|_{T,s} \), we get

\[ I^{2,v}_{j,j'}(w, a, b)(T) \leq C \| \cdot \|_{T,s} \sum_{j' \geq j-N_0} c_j 2^{-s_j - j s_2} \| w \|_{T,s_1} \| a \|_{T, \frac{1}{2}} \| b \|_{T,s_2}. \]

Then we infer

\[ I^{2,v}(w, a, b)(T) \leq C \| \cdot \|_{T,s} \sum_{j' \geq j-N_0} c_j 2^{-(j'-j)s_j}. \]

The proposition is proved.

Let us estimate the term \( I^{1,v}_j \). This term looks the worse because the vertical derivative acts on the term where the vertical frequencies are high. Again, the particular structure of the non linear term is demanded.

Proposition 4.2.4 Let \( s \) be a real number. Then a positive constant \( C \) exists such that, if \( w \) is a divergence free vector field, then,

\[ I^{1,v}_j(w, a)(T) \overset{\text{def}}{=} \sum_j \int_0^T \int_{\mathbb{R}^3} \Delta_j(\tilde{S}_{j-1}w^3 \partial_3 \Delta_j a) \Delta_j a \, dt \, dx, \]

we have

\[ I^{1,v}_j(w, a)(T) \leq C \| \cdot \|_{T,s} \sum_{j' \geq j-N_0} c_j 2^{-j s_j}. \]

Proof of Proposition 4.2.4 The following lemma will transform vertical derivative acting on high vertical frequencies term into a sum of terms either of type \( I^{2,v}_j(T) \) or of terms which contains horizontal derivatives.

Lemma 4.2.5 We have

\[ I^{1,v}_j(w, a)(T) = \sum_{m=1}^3 \int_0^T \int_{\mathbb{R}^3} K^m_j(t) dt \, dx \quad \text{with} \quad K^1_j(t) \overset{\text{def}}{=} \sum_{j'} (\tilde{S}_{j'-1} \tilde{S}_{j-1} w^3 \partial_3 \Delta_{j'} \Delta_j a(t), \]

\[ K^2_j(t) \overset{\text{def}}{=} \sum_{j'} [\Delta_{j'}, \tilde{S}_{j'-1} w^3 \partial_3 \Delta_{j'} \Delta_j a(t) \Delta_j a(t) \quad \text{and} \quad K^3_j(t) \overset{\text{def}}{=} -\frac{1}{2} \tilde{S}_{j-1} \div_h w^h(t) (\Delta_j a(t))^2. \]
Proof of Lemma 4.2.5 Let us begin by writing the following computations.

\[ B^1_j(w, a)(t) \defeq \sum_{j'} \Delta_j \left( \hat{S}_{j-1} w_3(t) \partial_3 \hat{\Delta}_j a(t) \right) \]
\[ = \sum_{j'} \hat{S}_{j-1} w_3(t) \partial_3 \hat{\Delta}_j \hat{\Delta}_j a(t) + \partial_3 \hat{\Delta}_j a(t) \]
\[ = \sum_{j'} (\hat{S}_{j-1} - \hat{S}_{j-1}) w_3(t) \partial_3 \hat{\Delta}_j \hat{\Delta}_j a(t) + \sum_{j'} \hat{S}_{j-1} w_3(t) \partial_3 \hat{\Delta}_j \hat{\Delta}_j a(t) \]
\[ + \sum_{j'} \partial_3 \hat{\Delta}_j a(t) \]
\[ = K_1^j(t) + K_2^j(t) + \hat{S}_{j-1} w_3(t) \partial_3 \hat{\Delta}_j a(t). \]

Thanks to the fact that \( \partial_3 w_3 = - \text{div}_h w^3 \), an integration by part gives

\[ \int_{\mathbb{R}^3} \hat{S}_{j-1} w_3(t) \partial_3 \hat{\Delta}_j a(t) \Delta_j a(t) dx = \frac{1}{2} \int_{\mathbb{R}^3} \hat{S}_{j-1} \text{div}_h w^3(t)(\Delta_j a(t))^2 dx. \]

This proves the lemma.

Let us go back to the proof of Proposition 4.2.4. Using Proposition 4.1.2 and then Lemma 4.2.2, we get

\[ K_1^j(t) \leq C 2^j \sum_{j'' \in (j'-1, j-1)} \| \Delta_j w_3(t) \|_{L^\infty(\mathbb{R}^{3}; L^2_\nu)} \| \nabla_h \Delta_j a(t) \|_{L^2} \| \Delta_j a(t) \|_{L^2} \]
\[ \leq \sum_{|j'' - j| \leq N} 2^{j''} \| \Delta_j \nabla_h w(t) \|_{L^2} \| \nabla_h \Delta_j a(t) \|_{L^2} \| \Delta_j a(t) \|_{L^2}. \]

Thus, by definition of \( \| \cdot \|_{T,s} \), we have

\[ \int_0^T K_1^j(t) dt \leq \frac{C}{\nu} 2^{2j} \| w \|_{T, \frac{3}{2}} \| a \|_{T,s}^2. \quad (4.7) \]

Using Proposition 4.1.2 we get

\[ K_2^j(t) \leq C \| \hat{S}_j \text{div}_h w^3(t) \|_{L^\infty(\mathbb{R}^{3}; L^2_\nu)} \| \nabla_h \Delta_j a(t) \|_{L^2} \| \Delta_j a(t) \|_{L^2}. \]

Then applying Lemma 4.2.4, we get, by definition of \( \| \cdot \|_{T,s} \),

\[ \int_0^T K_2^j(t) dt \leq \frac{C}{\nu} 2^{2j} \| w \|_{T, \frac{3}{2}} \| a \|_{T,s}^2. \quad (4.8) \]

In order to estimate \( K_2^j(T) \), we need a control on the commutator. As \( \hat{\Delta}_j \) is a convolution operator, the point is to describe the commutation between a convolution and a multiplication in an anisotropic way.

Lemma 4.2.6 Let \( E, F \) and \( G \) three Banach spaces continuously included in \( \mathcal{S}'(\mathbb{R}^3) \) such that

\[ \| a \beta \|_G \leq \| a \|_E \| \beta \|_F. \]

A constant \( C \) exists such that, for any \( p \in [1, +\infty] \), any lipschitz function \( \alpha \) from \( \mathbb{R}^{3} \) into \( E \) any function \( \beta \) in \( L^p(\mathbb{R}_{x_3}; F) \), we have

\[ \| [\hat{\Delta}_j, \alpha] \beta \|_{L^p(\mathbb{R}_{x_3}; G)} \leq C 2^{-j} \| \partial_3 \alpha \|_{L^\infty(\mathbb{R}_{x_3}; E)} \| \beta \|_{L^p(\mathbb{R}_{x_3}; F)}. \]
Proof of Lemma 4.2.6  By definition of $\hat{\Delta}_j$, we have
\[
\left(\hat{\Delta}_j, \alpha \beta \right)(x_h, x_3) = \hat{\Delta}_j(\alpha \beta)(x_h, x_3) - \alpha(x_h, x_3) \hat{\Delta}_j \beta(x_h, x_3) \\
= 2^j \int_{\mathbb{R}^d} h(2^j (x_3 - y_3))(\alpha(x_h, y_3) - \alpha(x_h, x_3))\beta(x_h, y_3)dy_3.
\]
As the function $a$ is supposed to be lipschitzian with respect to the vertical variable $x_3$, we have
\[
\|\alpha(\cdot, y_3) - \alpha(\cdot, x_3)\|_E \leq \|\partial_3 \alpha\|_{L^\infty(\mathbb{R}_{x_3}; E)}|y_3 - x_3|.
\]
It turns out that
\[
\|\left(\hat{\Delta}_j, \alpha \beta \right)(\cdot, x_3)\|_G \leq C2^j \int_{\mathbb{R}^d} |h(2^j (x_3 - y_3))|\|\alpha(\cdot, y_3) - \alpha(\cdot, x_3)\|_E \|\beta(\cdot, y_3)\|_Fdy_3
\]
\[
\leq C2^{-j}\|\partial_3 \alpha\|_{L^\infty(\mathbb{R}_{x_3}; E)}2^j \int_{\mathbb{R}^d} |h(2^j (x_3 - y_3))|2^j|y_3 - x_3|\|\beta(\cdot, y_3)\|_Fdy_3.
\]
Then Young inequality implies that
\[
\|\left(\hat{\Delta}_j, \alpha \beta \right)\|_{L^p(\mathbb{R}_{x_3}; G)} \leq C2^{-j}\|\partial_3 \alpha\|_{L^\infty(\mathbb{R}_{x_3}; E)}\|h(\cdot)\| \cdot \|L^1(\mathbb{R})\|b\|L^p(\mathbb{R}_{x_3}; F).
\]
This concludes the proof of the lemma.

Remark  This lemma can be interpreted as a gain of one derivative by commutation between the operator $\hat{\Delta}_j$ and the multiplication by a lipschitzian function.

Let us go back to the proof of Proposition 4.2.4. We have, using the Hölder inequalities and Lemma 4.2.6 with $E = L^4_h$, $F = L^2_h$ and $G = L^4_h$,
\[
K_{j,j'}^2(t) \overset{\text{def}}{=} \left| \int_{\mathbb{R}^3} \left(\hat{\Delta}_j, \hat{S}_{j'-1} \nu^3(t)\right)\partial_3 \hat{\Delta}_{j'}a(t)(x_h, x_3)\hat{\Delta}_j a(t)(x_h, x_3)dx_hdx_3 \right|
\leq \left\| \left(\hat{\Delta}_j, \hat{S}_{j'-1} \nu^3(t)\right)\partial_3 \hat{\Delta}_{j'}a(t)(\cdot, x_3) \right\|_{L^2_h} \left\| \hat{\Delta}_j a(t, \cdot, x_3) \right\|_{L^4_h}dx_3
\leq C2^{-j}\left\| \hat{S}_{j'-1} \partial_3 \nu^3(t) \right\|_{L^\infty(\mathbb{R}_{x_3}; L^2_h)} \int_{\mathbb{R}} \left\| \partial_3 \hat{\Delta}_{j'}a(t, \cdot, x_3) \right\|_{L^4_h} \left\| \hat{\Delta}_j a(t, \cdot, x_3) \right\|_{L^4_h}dx_3
\leq C2^{-j}\left\| \hat{S}_{j'-1} \div h \nu^3 \right\|_{L^\infty(\mathbb{R}_{x_3}; L^2_h)} \int_{\mathbb{R}} \left\| \partial_3 \hat{\Delta}_{j'}a(t, \cdot, x_3) \right\|_{L^4_h} \left\| \hat{\Delta}_j a(t, \cdot, x_3) \right\|_{L^4_h}dx_3.
\]
Sobolev embeddings, interpolation inequality together with Lemma 4.2.1 and Lemma 4.2.2 gives, by definition of $\|\cdot\|_{T,s}$ and thanks to Lemma 4.2.4,
\[
\sum_{|j' - j| \leq 5} \int_0^T K_{j,j'}^2(t)dt = \sum_{|j' - j| \leq 5} 2^{-j} \int_0^T \left\| \hat{S}_{j'-1} \nu^3 \right\|_{L^\infty(\mathbb{R}_{x_3}; L^2_h)} \int_{\mathbb{R}} \left\| \nabla_h \hat{\Delta}_{j'}a(t, \cdot, x_3) \right\|_{L^2_h}^\frac{1}{2} \times \left\| \hat{\Delta}_j a(t, \cdot, x_3) \right\|_{L^2_h}^\frac{1}{2} \left\| \hat{\Delta}_j \nabla_h a(t, \cdot, x_3) \right\|_{L^2_h}^\frac{1}{2} \left\| \hat{\Delta}_j a(t, \cdot, x_3) \right\|_{L^2_h}^\frac{1}{2}dx_3dt
\leq \frac{C}{\nu^2} c^2 2^{-2j}\|\nu\|_{T,\frac{1}{2}}^2 \|\alpha\|_{T,\frac{1}{2}}^2.
\]
This concludes the proof of Proposition 4.2.4.

Propositions 4.2.1–4.2.4 implies Lemma 4.2.3. The proof of Theorem 4.2.2 is now complete.
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