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Abstract

In this master thesis a climate data record of @laladiation generated by MeteoSwiss in the
framework of the Satellite Application Facility @limate Monitoring (CM SAF) is investigated. The

climate data record was derived from measuremeakentby the Meteosat First Generation (MFG)
satellite series between 1983 and 2005.

A detailed knowledge of global radiation is impaitthecause the solar irradiation is the main source
of energy driving life on Earth. Seasonal and eme@ual variations of global radiation for instance
modulate the terrestrial hydrological cycle and glent photosynthesis. Global radiation is an irdakg
part of the earth’s radiative balance and therefioi® one of the essential climate variables (E§V’
defined by the Global Climate Observing System (&Edn recent years the precise knowledge of its
spatio-temporal variability became important in fledd of solar energy power generation. Satellite
data can provide information about the absolutelwarhof global radiation and its variability with a
high temporal and spatial resolution generally urnoyeground-based measurement methods.

The thesis contains two parts. Firstly, homogenaitslyses of the climate data record are conducted.
Secondly, the relation between global radiation @mdate variability is investigated.

Homogeneity analyses are crucial for climate datards, because non-homogenous data give wrong
or poor information about the data series. In otddest the homogeneity of the data set, the tand
Normal Homogeneity Test (SNHT) is used. Especiailgr Africa, South America and in the high
latitudes many breaks were found. In contrast,déduia record seemed to be quite homogenous over
the Atlantic, the Sahara and Europe. In additiothe®s SNHT, a new spatial homogeneity test that
includes the information of adjacent pixels is deped. For this new test, the theory of multivariat
Gaussian Markov Random Fields is used and a rdgginad of single pixels is tested. The spatial
homogeneity test was found to be more appropriate the SNHT, because the influence of a break
in a single pixel was reduced and the focus wak dai breaks that were significant over the whole
region. It was decided to not homogenize the clriddta record, because the breaks couldn’t be
traced back to known periods with satellite reptaests which would be the most probable reason for
breaks in such a climate data record. In addit@imate trends were calculated for corrected and
uncorrected data. The analysis showed that theatditnends were only marginally affected.

In the second part, investigations about the i@itadif three large-scale climate variability phename
namely ENSO, NAO and PNA, with both, the globaliaidn and the cloud index (a surrogate for
cloudiness) are conducted. The use of correlatimalyais and ANOVA reveal clear patterns and
significant correlations with global radiation aobbud index for all three oscillations. For ENSO,
significant positive correlations with the globabration were found in the northeast of Brazil amd
southern Africa and negative correlations in thiadtic between 20°N and 40°N and between 10°S
and 30°S, in the southeast of Brazil, in North édriand the Middle East. Opposite correlations were
detected for the cloud index. During the positiveage of the NAO, global radiation was increased
over southern Europe and over the Atlantic betwaN and 40°N and decreased in parts of Ireland,
in the north of Great Britain and in southern Séaada. The opposite was true during negative
phases. For the PNA, only few significant correlasi were detected.

Most of the patterns and correlations found hemeesponded to results from similar studies. Many
studies have only investigated the relation of terapre and precipitation with the mentioned
oscillations. Nevertheless, these studies helpedxfwain some of the patterns and relationships,
because the cloud index is highly related to pratipn and global radiation correlates negatively
with the cloud index.
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Chapter 1 - Introduction 1

1 Introduction

1.1 Context and motivation

In this master thesis a climate data record of alohdiation derived from measurements taken on
board the Meteosat First Generation (MFG) satsliftem 1983 to 2005 is investigated. This data
record has been generated by MeteoSwiss in theefvank of the Satellite Application Facility on
Climate Monitoring (CM SAF) which is part of the Bpean Organization for the Exploitation of
Meteorological Satellites (EUMETSAT).

Global radiation is the solar radiation reaching #arth’s surface and includes the direct beam from
the sun and the diffuse component (reflected ottexeal radiation) (Glickman, 2000). The average
daily solar radiation at the top of the atmosphameounts to 342 W/fm This energy from the sun
makes life possible on Earth (Hartmann, 1994). Lemm variations in solar radiation can affect
amongst others the climate, the hydrological cgeléhe plant photosynthesis (Pinker et al., 2005).
recent years, the amount and the long-term vaitialwif solar radiation became important also with
regard to solar energy projects. If precise knog#edf the amount of global radiation and cloudiness
is available, a large part of thermal energy camdrmved by solar energy. This is important in sola
building architecture where a correct dimensiorohgtorage and regulation devices is essentiaséo u
as much solar energy as possible (Cano et al.,)1886 long-term radiation measurements are rare
because of sparse or even absent ground statgpes;ially in regions that would be interestingtfue
construction of solar energy power plants (Lohmatral., 2006). In these regions (for instance
Africa) satellites can provide important additionaformation with high spatial and temporal
resolution (Beyer et al.,, 1996). But also in othegions satellite data are crucial, because ground
stations can only measure global radiation at eithgtations. Hence, climate analyses with satellite
data are very useful in several application areas.

1.2 Purposes of the study

Analysis of climate data is more reliable when hgerized data sets are used. A data set is
homogeneous when all the fluctuations containeitsitime series reflect the actual variability and
change of the climate. Most of the statistical mdthassume that the investigated data are free from
any non-meteorological or non-climatological errahanges in climatological data sets may either
cause sudden shifts in the mean level or introdyreelual biases. In both cases, the time series
become inhomogeneous. These inhomogeneities cact dffe correct assessment of climatic trends
(WMO, 2011). For these reasons, a first topic &f thaster thesis is to conduct homogeneity analyses
Until now, it is not known whether the CM SAF cliteadata record of global radiation is
homogeneous or not and no thorough homogeneitysiadias been conducted (Posselt et al., 2011).
Especially in regions where ground stations are careven absent, it is important to have a sedelli
data record that is correct and free of artificiddlomogeneities (Alexandersson, 1986). The type of
inhomogeneity evaluated in this study are suddétssh the mean level in a time series compared to
a reference series. Sudden shifts in the mean &eehlso called breaks in the following. The most
probable reason for a break in a satellite-basethtd data record are replacements of satelliteagen
with resulting breaks covering the full measurensrt.

The Standard Normal Homogeneity Test (SNHT) thsistthe homogeneity over time for every pixel
separately is used for a first approach. As we lzadiata set over time and space, this test mightano
appropriate. Therefore, this thesis has the aidet@lop a new test that includes both, the temawal
well as the spatial structure of the data set. Bedls, the SNHT and the new spatial homogenesty te
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are based on the likelihood ratio test that corgptre likelihood of the null (no break) and alteivea
(one break) hypothesis and either rejects or as¢bptnull hypothesis.

Next, different climate analyses will be conductedparticular, the relation of global radiationdan
cloud index with different large-scale climate aility phenomena, namely ENSO, NAO and PNA,
is investigated. Most studies that explored ENS@0ONand PNA have focussed on the influence of
these oscillations on precipitation and temperatbtg not on cloudiness or solar radiation.
Additionally, the present satellite data allow dege investigations of climate phenomena covering
land and ocean. Therefore, our climate data recardcomplement previous studies, and it may be
specifically useful to study the link between glblvadiation, cloud index and the mentioned
oscillations over areas with sparse ground measmtsisuch as the oceans.

Hence, the purposes of this master thesis canrbmatzed as follows:

¢ Conducting a homogeneity analysis with help of 8tandard Normal Homogeneity Test
(SNHT)

« Developing a new spatial homogeneity test thatithes the information of spatially adjacent
pixels

« Comparison of these two tests and eventual evaluafithe detected breaks

* Investigation of the relation between large-scdimate variability phenomena and global
radiation (and cloud index) by use of the satebidsed climate data record

1.3 Research questions

As this thesis contains two parts separate reseguelstions are defined for each part. Here, the
research questions are quickly mentioned and a rdetailed derivation can be found in the
corresponding chapters.

The questions that correspond to the homogenedlyses are:
* Isit possible to detect inhomogeneities in thenalie data record for individual pixels?

* Is it possible to use the information of spatialyjacent pixels to create a homogeneity test
that is more powerful than the SNHT?

e Isitjustified to homogenize the CM SAF climatdaleecord?

The questions that correspond to the climate aeslgse:

« Is it possible to detect statistically significacliimate-related patterns in the satellite-based
climate data record by use of correlation analgsid analysis of variance between large-scale
climate variability indices and global radiatiorr (doud index)?

« What are the physical explanations for the patteevealed by above analysis and how
coherent are these patterns to what was found rmlasi studies for temperature and
precipitation?

1.4 Structure

Chapter 2 presents the data that is used in thidystThereby, a more detailed overview of the
Meteosat satellite series is given and the helioggthod which is employed to determine the global
radiation at earth’s surface from meteorologicaéltites is described. Further, the data sets used
this study are introduced. Chapter 3 and 4 analygehomogeneity of the data set. In chapter 3, the
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Standard Normal Homogeneity Test is presented ppliea to the satellite data record. In chapter 4 a
new spatial homogeneity test is developed and usedfurthermore compared to the original SNHT.
Each of these two chapters begins with an ovenaed the restatement of the research questions
followed by subsections with methods, results aisdussion. Chapter 5 contains an analysis of the
relations between known large-scale climate vdiiglphenomena with global radiation and cloud
index. Specifically, the widely used climatic ted@oection indices ENSO, NAO and PNA
(abbreviations explained in chapter 5) are investid. The concluding chapter finally contains the
most important findings as well as an outlook ofgible future work in the field of homogeneity
testing and the climate analysis.
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2 Background and Data

2.1 Data retrieval

This section gives a short overview on the Metessatllites and describes the methodology for
deriving global radiation from satellite sensors.

2.1.1 Meteosat First Generation satellites

Meteosat satellites fly in a geostationary orbhiey are positioned over the equator at 0° longitatde

a height of 36’000 km above the earth’s surfaceteldeat First Generation (MFG) refers to a series of
7 satellites (Meteosat 1-7) which provide datahef tull Earth disc. The first Meteosat of the first
generation was launched in 1977 and Meteosat 7lavashed in 1997. The main mission of MFG
was to provide high resolution imagery of the Imd@cean and surrounding areas and to support the
weather forecast.

In order to assure a long term continuity of Metgps specialized operational organization was
founded, called EUMETSAT, and the Meteosat Openalid’rogramme could be handed over to
them. Prior to that the Meteosat programme wasabperby the European Space Agency (ESA); in
1995 the control of the Meteosat satellites wasg@dso EUMETSAT.

The satellite has a length of 3.195 meters andcamelier of 2.1 meters. Its instruments are shown in
Figure 2.1

The most important instrument is the high
resolution radiometer which allows continuous
Electronically mapping of the Earth disc and has three spectral
bl bands. The radiometer is also known as MVIRI,
which stands for Meteosat Visible and Infrared
Imager.

The visible band ranges from 0.45¢in and
provides data for the visible spectrum during the
day. The water vapor band (5.7-fufn) can be
used to determine the amount of water in the
: atmosphere. The thermal infrared band runs from
Apoges Boost otor —p| Hydrazine Tank 10.5-12.5 ym and can be used for thermal
“ mapping during day and night.

S-band/UHF Toroidal i, #—— S-band TTC Antenna
Pattern Antennas L E

SIUHF Platform —»

Axial Thrusters

Slot for Earth
& Sun Sensors

Slot for Radial &
Vernier Thrusters

Figure 2.1: Instruments of MFG (EUMETSAT, 2010)
The most important instrument is the Meteosat s#nd Infrared Imager (MVIRI).

The MVIRI provides a full scan of the earth disesv30 minutes. Calibration information is needed
in order to convert digital counts into radianced temperatures (EUMETSAT, 2010).

The Meteosat series were replaced at the beginofirige 21th century. The first Meteosat of the
Second Generation (MSG), Meteosat 8, was launch2002.

The MSG offers significantly enhanced products sedices (Schmetz et al., 2002). It transmits more
information at higher speed, which improved diffarapplications for the user. Also, there are 12
spectral bands instead of only 3 and the spat@t@mporal resolution is higher which provides more
detailed maps and thus improved the weather foréEREVMIETSAT, 2010).
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2.1.2 The heliosat method

Meteosat measures global radiation indirectly tgroaloud cover information. Global radiation can
be derived from the visible channel (VIS) by us¢haf Heliosat method (Beyer et al., 1996).

The heliosat method is a technique to determine dglubal radiation at ground level from
meteorological satellites and was introduced bydCainal. (1986). The method is based on the idea
that the amount of cloud cover determines the fofh@® atmosphere reflectance, which is inversely
related to the radiation incident on the surfacesufogate for cloud cover, the so-called cloucid

is determined with the aid of the difference betwéee reflected radiation from the earth’s surface
and the clouds. This cloud index is in a seconp g&&d to estimate the incoming radiation at ground
The satellite measures the reflected radiation fileenearth in the visible spectral range. The arhoun
of this reflected radiation mainly depends on tloeidiness, but also on the incoming radiation at th
surface. The incoming radiation is proportionaltte irradiation intensity and thus depends on thre s
elevation. With this knowledge a relative albedo be calculated for all surfaces and clouds (Cano e
al., 1986).

Usually, the albedo of the earth’s surface or ef doean is smaller than the albedo of clouds, éxcep
for snow and some desert soils. Because of thisrdiice it is possible to determine the amount of
cloudiness. With the aid of the cloud free and theudy albedo values a cloud index can be
calculated. Ifpc (relative albedo of complete cloudiness) grdrelative albedo of the unclouded
ground) are known from previous measurements,paiscthe actual relative albedo of a cloud pixel,
then the cloud index can be calculated by the fatig formula:

n=(-pg)(pc—pq)

The pixel value fopis derived by extracting the highest value of thedo over a series of images;
on the other hand the value foyis the minimum pixel value over the same time serihe time
series should be long enough to get unclouded gefir each pixel and short enough to account for
seasonal variations.

The cloud index ranges from 0 to 1 and can bepntéed as the percentage of cloud cover per pixel.

Over snowy areas this method doesn’'t work well, andalternate cloud index would have to be
calculated using the radiance in the thermal iefitdrand of the satellite.

In the analyzed data set a modified Heliosat methas applied. These modifications include both a
self-calibration and a clear sky algorithm.

The original self-calibration algorithm has use@ tmaximum normalized coumi as parameter.
Instead of using the maximum value for the deteatidm of pc, the modification uses the 95%
percentile.

The clear sky algorithm is used to calculafelinstead of using a monthly field of the clear skynts,

a mean over seven days is used. Thus, rapid chamgfes albedo of the ground can be captured and
represented and unrealistic steps between diffenenths can be avoided (Posselt et al., 2011). With
this cloud index it is now possible to determine giiound irradiance. The heliosat method is based o

the assumption that there is a linear relationdiepveen the cloud index and the atmospheric
transmission. The atmospheric transmission is @kie of global irradiance at ground (G) and extra-

terrestrial irradiance (&) and measured by the clearness index k =&/The linear model is:

k=a-n+b

The clearness index k is measured at ground fronpleal stations. The cloud index is derived with
the above-described method. A linear model isditie@ these data and the parameters a and b are
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determined. In general the correlation coefficisngreater than 0.8 which demonstrates that datelli
data can be used for mapping the global radiatigmaund level (Cano et al., 1986).

2.2 Data sets

The next four sections describe the data sets us#us thesis, namely the CM SAF climate data
record (CDR), the ECMWF Re-Analyses data set ana flam the Global Precipitation Climatology
Project (GPCP). For the homogeneity analyses, glaldgation from the CM SAF climate data record
is tested against reference series from the ReyAisatlata set (ERA Interim) and ANETZ stations. In
the climate analyses, global radiation and cloutdinfrom the CM SAF CDR, temperature from the
ECMWF Re- Analyses data sets and precipitation ftben GPCP data set is investigated. The last
section of this chapter describes why and how #ta dre deseasonalized.

2.2.1 CM SAF climate data record

The Satellite Application Facility on Climate Mooiing (CM SAF) has recently generated a 23 year
long (1983-2005) climate data record (CDR) of glabaiation (surface solar irradiance, SIS), direct
irradiance (SID) and effective cloud albedo (n) ro®rope and Africa from the geostationary

Meteosat First Generation SatellitSUMETSAT, 2010).For the generation of the climate data

record, Meteosat 2-7 were used (Posselt et al1)20he operational periods for these satellites ar

listed in table 1.

Satellite from to

Meteosat 2 16.08.1981 11.08.1988
Meteosat 3 11.08.1981 19.06.1989

Meteosat 4 19.06.1989 24.01.1990
Meteosat 3 24.01.1990 19.04.1990
Meteosat 4 19.04.1990 04.02.1994

Meteosat 5 04.02.1994 13.02.1997
Meteosat 6 13.02.1997 03.06.1998
Meteosat 7 03.06.1998 31.12.2005

Table 2.1: Operational periods for the Meteosat sallites (Posselt et al., 2011)

The exact dates of the satellite replacementsnaiedted. Usually, when a new satellite was empulotiee one before was
still in use. Thus, if a satellite encountered pryblems or disruptions, the one before could leel @s alternate. That's why
Meteosat 3 and 4 appear twice.

MFG data has a high spatial (2.5 km for the visinhel 5 km for the other channels) and temporal
resolution (30 min) and the visible disc rangesfi@0° N to 80° S and from 80° E to 80° W (Schmetz
et al., 2002). For all analyses monthly meangadial resolution of 1°x1° and a geographical range
from 70°N to 70°S and from 70°W to 70°E was usedc&the pixel size of the original data set was
0.1x0.1°, a weighted mean for every 1x1° pixel adicm to the latitude was calculated. To be more
precise, each pixel was weighted with the cosinigsdatitude, and then all pixel values were sudme
up and divided by the sum of all weights for thesidered pixel region.

2.2.2 ECMWF Re-Analyses data sets

The two ECMWF Re-Analyses data sets, ERA-40 (Upptld., 2005) and ERA-Interim (Dee et al.,
2011) were used. Both data sets were interpolaied $patial resolution of 1°x1° and the same
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geographical range as for the CM SAF CDR was taE&A-Interim only covers the period from
1989 to present. Therefore, ERA-40 data had todeel between 1983 and 1988. To account for the
slight shift between the two datasets, a meandfitiseir overlapping time period (between 1990 and
2001) was calculated in order to calibrate the ERAdata set towards the ERA-Interim data set.
However, as reference series for the homogeneilyses only the ERA-Interim data set was taken in
order to diminish any impact that could make thierence series inhomogeneous. For the climate
analyses, the ERA-Interim as well as the calibrai#iA-40 data set was used, because slight
inhomogeneities don’t smear climatological effects.

2.2.3 Global Precipitation Climatology Project

Precipitation data was derived from the Global Bitation Climatology Project (GPCP). This data is
globally complete and available at 2.5° latitude.8° longitude resolution from January 1979 to
present. The data was regridded in order to hasegatlable on a 1°x1° resolution. Again, the same
geographical range as in the two above describtd s#ds was used. GPCP is a merged data set and
includes precipitation estimates from microwaveadabm polar orbiting satellites, infrared datanfro
geostationary satellites and surface rain gaugereasons (Adler et al., 2003). The data used fere
specified in mm/h (averaged over a month).

2.2.4 ANETZ

In Switzerland, global radiation measurements fiséndifferent ANETZ stations could be used as
reference for the SNHT. The ANETZ has been reneimethe past few years and is now called
SwissMetNet. The stations are distributed quitaulaaty over Switzerland and are available during
the whole time period between 1983 and 2005. Tine series of global radiation from all stations
have been used as-is, since they were correctedhambgenized by MeteoSwiss (by use of a
complementary method to the SNHT). The correctimiuided the adjustment of the calibration level
for each individual station. In this study the tiseries of each station was compared to the timesse
of at least three spatially adjacent stations. damh region within Switzerland the most homogenous
stations were identified with the aid of severaltetia (no entries in station history indicating
measurement problems, no replacement of statiatiéog no sensor change, etc.). Then, difference
series for every month between two stations welailzded, summed up and plotted. One of the two
time series was not homogenous if the slope oatdoemulated differences showed a change. With 3
comparative time series and the prior knowledgbarhogenous stations, it was possible to identify
the erroneous stations. In Figure 2.2 for instaBtation 1 showed a change in the slope for thesyea
1992 and 1997 with respect to Stations 2, 3, and 4.
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Figure 2.2: Accumulated difference series.

Vertical lines show the points in times of the afpaief the slope.

At points in time where all three accumulated défece series showed a change in the slope, a break
was set and the corresponding time series wasated.e

2.2.5 Deseasonalization

In the homogeneity as well as in the climate areydeseasonalized values were used. The advantage
of deseasonalization is that the annual cycle iskedin order to evaluate the climatological angmal

of each month. The deseasonalization is differentaidditive (cloud index and temperature) and
multiplicative (global radiation and precipitatiom@riables. This was done according to standards
defined by WMO (2011). For additive variables, eaubnthly value was subtracted by the long-term
mean of the corresponding month while for multiaglice variables the monthly mean was divided by
the long term meanY is the mean value of each month over the time degiwd Y, are the monthly

values.

Hence, the deseasonalization for additive variailsté‘.T:,—T(,

s . Y
and for multiplicative varlables\'=(' .
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3 Homogeneity of selected pixels

3.1 Overview and research question

In order to use data from satellites for climated@&s, they must be free from any non-climatoldgica
and non-meteorological errors. Data therefore have free from artificial breaks or temporal trend
Non-homogenous data series give poor or wrong rimdition about the climate and further statistical
analyses may not be meaningful (Posselt et al.1,2Bfexandersson, 1986). As mentioned earlier,
inhomogeneities might affect the correct assessmeplimatic trends (WMO, 2011). According to
Moberg and Alexandersson (1997) homogenous timessare rare and the non-homogeneities can be
abrupt (due to relocations or changes of instrug)emt gradual (constant decrease of instruments). |
the case of our climate data record the most ptebaasons for breaks are replacements of the
satellites (Posselt et al., 2011).

Although the CM SAF climate data record has bedidated in order to guarantee that it fulfills the
previously defined accuracy requirements, a thdmob@mogeneity analysis has not yet been
conducted (Posselt et al., 2011). Hence, the tfdiais chapter is the investigation of the saieltiata
record with regard to inhomogeneities. Thereby, $t@ndard Normal Homogeneity Test (SNHT)
developed by Alexandersson (1986) is applied fotZantand and the whole visible disc of Meteosat
and the time period from 1983 to 2005. The queghanis treated in this chapter is:

* Isit possible to detect inhomogeneities in thenalie data record for individual pixels?

As the SNHT searches for breaks in a time setesSNHT is applied for each pixel separately.
3.2 Methods

3.2.1 Standard Normal Homogeneity Test

The SNHT was originally developed for precipitatiand temperature data. The same procedure of
the homogeneity test can however be applied tgltieal radiation data of this study.

An advantage of the SNHT is that it gives inforraaton the most probable break and its magnitude.
Many other homogeneity tests don't provide thioinfation (Alexandersson, 1986). Peterson and
Easterling (1994) compared different homogeneiystand stated that the SNHT and another closely
related test called bivariate test ‘were by far ltlest tests for revealing and dating single andiesud
shifts in artificial data’.

The Standard Normal Homogeneity Test (SNHT) useestaseriesY), here the global radiation from
the satellite record, and compares it to one oremeference series(j. This ensures that only true
breaks and not breaks that are due to climatic ggmrmare found. Therefore it is important that
homogenous reference series are available. Ustiadlyspatially closest stations are used as referen
because their time series are highly correlatedh wie ones of the test series. If more than one
reference station are included, a weighted medhefeference stations is used, and the weights are
according to the correlation coefficients betwdentest series and the single reference series:

k
D X0
=L
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Xijis then the reference statipat timei andp; the correlation coefficient of the successive défees
between the reference statijjosind the test pixel.

After weighting, the test as well as the refereseges are deseasonalized as described in Section
2.2.5. As we use global radiation, the deseasataliz is based on ratios. Then, the ratio of the
deseasonalized test and reference series is deltulehis ratio is known a9, -Series and fluctuates
around one.

. :ﬂ , if only one reference station is used and

"X/ X
Q= - A , if several reference stations are used.
XA L
J—1k X j

2.0

j=1
X again denotes the reference series and Y thedess.
For the SNHT, this Q-Series are in a further stapdardized according to:
2-Q-9
T4

This Z; -series has a mean value of 0 and a standardtideviaf 1. Now the null hypothesis of no
break and the alternative hypothesis of one braalbe formulated:

H,:Z ON(0,1)

H - Z ON(,1),i0{1,...a}
"1z ON(w,,0).i0{a+1,..n}

Thus, a break is a significant shift in the mearlevithin a time series. By forming a likelihooatio
a test quantity can be derived. The likelihoodor&ithe ratio of the probability that; ks true to the

probability that H is true. The likelihood function of Hs (2ﬂ)‘”’2e_1/2(z‘ilz_”1)2+zin=a‘+1(z_”2)2 and of H

is (271)‘”%'”22::1‘2 and thus the ratio to maximize is:

cvz V2 2w Y (3 ))
2 n/2 i=1 i=a+l
(2m)™"e >C

Max

th .2 (2m) "2 eV 237
By calculating the log and the first derivate abttatio with 1 = Z and i, = there

15 ,and; -1 v,
z aéz z, n_ai;z

gives
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T,=max{T} = ma{ az + (n- v)_ﬂ

I<a<n I<a<n

Zand Zare the arithmetic means before and after the kaedk is the month and year of a break.

For everya (for every month in every year), is calculated and thewith highestT, is the month and
year of the most probable breakTlfmaxexceeds a certain critical value, then the breafgnificant
and the null hypothesis of no break can be reje@dekandersson 1986). In the following@, with
a=1,...nis denoted as T-Series.

The 95% significance levels for 26th < 300 are listed in the Appendix 9.1.

The test can be expanded for many breaks. Subgbgulee series before and after the break are
investigated. Exactly the same test is used faetlineo smaller time series. This procedure is tegea
until no significant break is found anymore.

The SNHT answers the question, whether and at tirhata possible break occurs, how certain it is
and how much the mean level before and after thakbhas changed. Idealized Q- and T-Series are
illustrated in Figure 2.1. It is well visible froithese figures, that the test assigns the breakeo t
month with the maximal T-value.

1 Q-series a 1f Q-—series b
05¢ 1
0-——-_—_/_
05&5F
-1 .
r T-series
g{].
6{].-
30¢
....................................... . T95
0 30 60 a0 120
1 Q-series d
. 05t
—0.5 p——— -05
-1 i -1 —
T-series T-series
90 a0t
60 60}
30 30t
A N . IR B AR (e T I . Tgs
V] 30 60 90 120 ] 30 60 90 120
Time Time

Figure 3.1: Idealized Q- and T-Series (Moberg and kexandersson, 1997)

The 95% significance levels are indicated by thitedidlines.
a) single break, b) a trend, c) three differentlarel) a trend interrupted by a single break

An important disadvantage of the SNHT is thatritd®to find breaks more easily at the beginning and
the end of the time series (Alexandersson, 1984&ny\studies have been conducted on this topic, see
for instance Toretti et al. (2011) or Ducré-Robigaf2003). All of them concluded that the falsedk
detection increases at the beginning or at theoéitte time series.

3.2.2 Accuracy of the SNHT

In order to test the accuracy of the SNHT, art@fitime series with similar correlation structumgan
and standard deviation as one representative afiime series which contained a significant break
were generated. The original series was taken froepixel over Switzerland where the SNHT was
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already applied and thus the height of the break lwsown. Therefore, 100 AR(2)-models were
simulated and a break of the same height and atahee point in time as the original one was
inserted. The SNHT detected 18 breaks at the gxacirect location, the standard deviation
amounted 33.81 month or 2.8 years (see Figure ®ih the significance level of 95% and 100
simulation 5 wrongly detected breaks are expectedl hypothesis is being rejected although it is
true) which explains the breaks at the beginnintheftime series.

Simulation of First Breaks (AR{2)-model) Simulation of Height of First Breaks (AR({2)-model)

True Height: 0.135
b) Mean: 0.141
5d: 0052 =

15

True Break: Sep 2001
hean: Jan 2001
5d: 33.81 months
Breaks in Sep 2001: 18 =4
MNon-significant breaks: 1

10

Frequency
Frequency

Jan 83 Jan 85 Jan 67 Jan 89 Jan 81 Jan 93 Jan 95 Jan 97 Jan 94 Jan 01 Jan03 Jan 05 -0.3 -0z -0.1 00 o1 0z 0.3

Time of Breaks Height of Breaks

Figure 3.2: Simulation of First Breaks

a) Distribution of months of the first breaks frone simulated data
b) Distribution of heights of the first breaks frahe simulated data
The red lines correspond to the true month anchheifjthe break, respectively.

Figure 3.2 gives a good idea about the accuragheofest and about the time spread of a break. The
heights of the breaks were fairly well estimatéeiré was in this example only one break with eefals
direction, probably belonging to a wrongly detedbedak.

This first experiment with the Standard Normal Hgmoeity Test shows that the test detected breaks
in the correct time period, but that a spread wésd months has to be included with the given leig

of the breaks. Of course, if the break was higtier error of the test would be much smaller, eith w

a double height of the breaks, the distribution wash narrower and the standard deviation only
about 3 months.

The conclusion of this paragraph is that the teskescorrectly but we shouldn’t identify breaks an
monthly scale, but rather summarize clustered lsrgakimilar months to one single break.

3.2.3 SNHT for CM SAF satellite data

This section describes how the SNHT was appliagtiécCM SAF climate data record. The test series
were the individual pixels (with 1x1° spatial ragidn) of the CM SAF CDR about global radiation
over the 23 years or the 276 months of the timeogefrom January 1983 to December 2005.
Reference series were on the one hand the 56 AN&a&#ons (over Switzerland only), in the
following simply called ground stations. For thderence series, two different combinations were
used: the closest station and a weighted meaneo’ ttlosest stations. On the other hand, the ERA-
Interim data set available since 1990 was used SMNidT was applied to every pixel separately and in
every pixel the most probable break was determiiibé. T-Series were also plotted, as they gave a
better overview of the magnitude and uncertaintthefbreak. For instance, it was visible whether th
T-Series reached a clear maximum at a single potine or whether it rose and declined steadily.
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Because the most probable break tends to occurtimedreginning or the end of a time series, breaks
in the first and last 10 months were not considaseduggested by Moberg and Alexandersson (1997).

3.3 Results

3.3.1 Homogeneity test over Switzerland

Three different reference series were used in ordlesvaluate the homogeneity of the data over
Switzerland. Figure 3.3 shows all breaks that wietend with ERA-Interim as reference (a), and
breaks at similar points in time (within 2 yearsatt were found with ground stations as reference (b
and c). In Figure 3.3 b) the result with one grostation as reference and at the right the restit 5v
ground stations as reference can be seen. With IBRAIM as reference, four significant pixels were
detected while with ground stations as referencehmmore pixels with breaks were found and also
multiple breaks per pixels occurred often.

In Figure 3.3 d) the two pixels that had the samsal points for all three reference series are show
This was in September 2001.

Breaks with ERA Interim as reference Breaks with 1 ground station as reference Breaks with 5 ground stations as reference

Latitucle

Latitucle

In the following, the characteristics of these keeare presented in more detail. First, the T-Sdde
each pixel individually are shown in Figure 3.4. the results of the SNHT with one and with five
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b, c) All pixels with a break at similar pointstime as in the Figure a) and with one or five giebstations, respectively
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Figure 3.3: Breakpoints over Switzerland
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ground stations as reference are quite similathénfollowing only the results from the test witheo
ground station and with ERA-Interim as referenoe @mpared. In Figure 3.4 a) the T-Series with
one ground station as reference are plotted. Fquixed a break was detected until 1987. Most of the
pixels had a break between 1993 and 2002 approaiynat

The four significant pixels with the reference ERAerim are well detectable in Figure 3.4 b). The
one in 1995 is only just above the significancelewhere as the other three in September 200dfare

higher magnitude. As ERA-Interim was used from 168ty the time period between 1990 and 2005
is covered.

Both plots show more or less the same course: fdwmogeneities at the beginning of the time
period and a maximum around 1998 until 2002. Néxetess, there was no clear peak, especially for
the SNHT with the ground stations as reference.

T Series for every Pixel T Series for every Pixel

241 b

40

30
I

T Series
T Series

T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T e e
1983 1985 1987 1989 1991 1993 1995 1987 1989 2001 2003 2005 1990 1992 1994 1996 1998 2000 2002 2004

Time Time

Figure 3.4: T Series of SNHT

a) One ground station as reference
b) ERA-Interim as reference
The red lines represent the critical T-value (@35% level).

In Figure 3.5 a more detailed overview of the detgdreakpoints with one reference ground station
is given. Many pixels had more than one signifidargak. In several pixels, more than half of the T-
values were significant. Even for adjacent pixéls points in time of the breaks differed to some
extent strongly.
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Figure 3.5: Detailed analysis of breaks over Switzkand with one ground station as reference

a) Proportion of months that had a T-value larbantthe critical T-value
b) Sum of the differences between the actual aadtitical T-value for all significant T-values
¢) Number of significant breaks
d) Dates of significant breaks

The same analyses were done with ERA-Interim argete and are shown in Figure 3.6. A much
more homogenous image of the breakpoints was gisikd seen above, only four pixels had a break
and none of them had more than one significantkbr€aree of them occurred in exactly the same

month.
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a) Percentage of Months with T values > T95 b) Sum of Differences between T-value and T 95 for T > T 95
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Figure 3.6: Detailed analysis of break over Switzéand with ERA-Interim as reference

a) Proportion of months that had a T value larbantthe critical T value
b) Sum of the differences between the actual aadtitical T value for all significant T values
¢) Number of significant breaks
d) Date of significant break

In summary, no clear pattern of the breaks wasctkte Neither could the breaks be allocated to
satellite replacements. There were only two piXeis which homogenous time series could be
assumed. The other pixels showed up to 4 breaks.

Thus, no consistent result with the three differ&fiérence series was found. The ERA-Interim time
series seem to be much more similar to the satdilite series as the ground stations. Nevertheless,
for two pixels, with all three reference series shene break was detected.

3.3.2 Homogeneity test over the whole visible disc

In a next step, the SNHT was applied on the whidible disc of Meteosat. Because of the lack of the
integral and homogenous spatial coverage of woddwground stations, only ERA-Interim was used
as reference.

The result of the SNHT over the whole visible dssshown in Figure 3.7. Many different breaks were
found; presented is only the most significant brizakeach pixel. The single pixels had partly uBto
significant breaks. In general, over oceans, tlmee tiseries were more homogenous than over
continents. Over Africa, most breaks were foundiadb1997. In contrast, in large parts of the Sghara
no break was detected. The same was true for Euipgle breaks were found in France and
Switzerland. A quite inhomogeneous image occurre8auth America and in the subtropical South
Atlantic. Also in high latitudes, many breaks weptected.
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Breaks with ERA-Interim as reference
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Figure 3.7: Most significant break point for each [ixel over the whole visible disc of Meteosat

For each pixel the point in time of the most siguaifit break is shown. In white pixels no break oz

3.4 Discussion

The question that was investigated in this chaptas whether it is possible to detect temporal
inhomogeneities for individual pixels of a spatewriporal climate data record. Therefore, the SNHT
was applied over Switzerland and over the wholiblgisc of Meteosat. Different references series
were included in the analyses. Over the whole didg ERA-Interim was available because of the
lack of reliable reference series.

The SNHT detected breaks that could be justifie@mwthe corresponding T-Series were examined.
For many pixels, multiple breaks were detectedsTinot simply a feature of our satellite-based
climate data record. For instance, Heino (1994gdtthat long time series without artificial chaage
are rare. Also Moberg and Alexandersson (1997) douary large inhomogeneities when they
investigated grid box temperature series in Swedelditionally, WMO (2011) pointed out that
meteorological or climatological data are generaly homogenous and free from errors.

It must also be considered that the breaks carr aeito inhomogeneous reference series. The ERA-
Interim data set as well as the ground stationsdcoantain breaks. For instance, as mentioned in
section 2.2.4, for ground stations the change & dlope of the difference series was used as a
criterion for the correction of inhomogeneous dades. When testing single ground stations against
each other with the SNHT (one as reference andasnest series), still several breaks were found.
Additionally, if a certain station had a changehe slope with only one adjacent station and ndi wi
all three stations simultaneously, no correctiors waade. This is another reason, why the SNHT
found breaks between two close-by ground statidherefore it is not surprising that the SNHT also
found many breaks by comparing the satellite datand to ground stations. Some of them may be
due to still existing inhomogeneities (when thderion of the SNHT is used) of the ground stations.
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However, the data that comes from ground statisreeitainly more reliable than the data that comes
from a remote and unattended instrument locate@d0®6km out in space.

Breaks at very high latitudes are less problematid can be explained, because the satellite has at
these locations difficulties to scan the Earth ecity. This is on the one hand due to the skeweu vi

of the satellite to the surface and on the othadhhe high incidence angle of solar irradiatiomhigh
latitudes.

The aim was to find area-wide break points that oaour at periods of satellite replacements.
However, the application of the SNHT over both Saitand and over the full disc demonstrates that
breaks occur with a complex spatio-temporal pattdrat cannot be used for a generalized
homogenization exercise over the full area in qoesiTherefore, a new test that allows to search fo
break points occurring consistently over a whotgar is presented in the next chapter.
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4 Spatial Homogeneity Test

4.1 Overview and research questions

The previous section described and applied an apprfor the detection of breaks in a climatological
time series. This test searched for breaks of iddal pixels without including the information of
adjacent pixels. However, the correlation structfrepace and time is important and should thus be
included in such a break point test.

In this section, a spatial test is presented wkah pixel is conditionally dependent on its sgigtia
adjacent pixels. Instead of testing a single pikelbreak of an entire region is evaluated. Théapa
homogeneity test is searching for one coherentkbirea region. Therefore, the likelihood of kho
break) and of H(one break at a certain point in time) are cormgbavieh help of the likelihood ratio
test statistic. It is then decided whetheg &an or cannot be rejected. The ratio between the
deseasonalized test and reference series (aleul €@BSeries) is used. The spatial test further eyspl
the theory of Gaussian Markov Random Fields (GM&#¢ its algorithm can be summarized by the
following steps:

1. Formulation of Hand H and definition of the mean vector and precisionrinatf the pixels
of a region

2. Searching for the best set of parameters for aicerégion under fand H. This is done by
use of the maximum likelihood estimation method.

3. Calculation of the likelihood with the best sefpafameters undergldnd H
4. Decision whether Kshould or shouldn’t be rejected by use of theliliked ratio test

The likelihood of H can be determined for every time index and comptodtie likelihood of K
Hence, the likelihood ratio statistic can be deteed for every point in time and it is predicabte a
what point in time klis most likely rejected.

Research questions

Here, the research questions of this chapter anklguesumed. The results of the SNHT showed a
very inconsistent image of breaks. Often, adjapéxels had different points in time for the breaks.

Therefore, a new homogeneity test, which includes ibformation of spatially adjacent pixels, is

presented here. The focus in this chapter is laithe following two research questions:

» s it possible to use the information of spatialyjacent pixels to create a homogeneity
test that is more powerful than the SNHT?

» s it justified to homogenize the CM SAF climatealeecord?

The remaining chapter is organized in a methodsjlt® and discussion part. The first section of the
methods part describes the theory of Gaussian MaRemdom Fields (GMRF), which is used for the
definition of the mean vector and the precisionriratn a next step, the mean vector and precision
matrix for our specific climate data record areimled and then the model and model assumptions are
presented. Thereafter, the maximum likelihood esiiom and the function optim() in R as well as the
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procedure of the likelihood ratio test are expldina the last section of the methods part, idedliz
time series with known mean vector and precisioftrisnare simulated in order to test the accuracy of
the spatial homogeneity test.

The results part contains the investigation ofedéht regions of the real data set. In the ladt fae
above research questions are discussed.

4.2 Methods

4.2.1 Gaussian Markov Random Fields
This section is based on Rue and Held (2005). As§lan Markov Random Field GMRF is a random

vector following a normal distribution with meam and precision matrix Q £*. The term Markov

implies that assumptions about conditional indepand are used. Thus, conditional dependence only
occurs between adjacent pixels whereas all othgelgiare conditionally independent. This
conditional dependence structure is expresseckipridcision matrix.

Definition of a univariate GMRF

A random vectoi/:(yl,...,)g)T is called a GMRF with meam and precision matrix Q £ if its

density has the form:
4_ig 12 e
(0= 55| 10 e 5 67 QG-

where Q = 0, if the pixels are not neighbors and thus d@wmhlly independent and Q¢ O, if the
pixels are neighbors and conditionally dependeng ifformation about the conditional independence

properties is given solely by the precision ma@ixhe meap has no influence.

If yis a GMRF, then the conditional expectation andipien are:

B[ vi|v. | -Qi“;Q (y-#)

Prect;|y. )= Q

The diagonal elements of Q represent the conditiprexisions of ygiven all other y and the off-
diagonal elements describe (after a proper scalirggonditional correlation betweeyand y.

A second specification of a GMRF is given througis ifull conditionals. By choosing
Q =« andQ =-k 4 the expectation and precision of the full conditionals become:

Bl vi|v. | = *2A (y-4)
Prec 3, 3 > 0

As Q is symmetric,~«, B, =—«; 3, . This specification is also known as conditional auto-regressi

and will be used later in this chapter.
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The above is the definition for univariate (i.e. spatialiF-s. As two dimensions (time and space)
are present in our climate data record the next section authindivariate GMRFs as a multivariate
extension of a GMRF.

Definition of a multivariate GMRF
Let y; be the value of pixel i at time t. They,= (S/I_yi )is a multivariate GMRF (MGMRF) with

— =T —T - - =
meany = (44, ,...,4; )and precision matriQ = Q,, =[Q,]; -

The density of a MGMRF has the for(y) = [%Tj ’ ‘(5‘1/2 exp(—%Z(S/t —Z{t)T Q, (—yu —Z{u)j
tu

and whole blocks o)y are 0 if the time indexdsandu are independent.
At each time index t, n pixels are investigated. In comparieae univariate GMRF every entry
;Q consists of a n-dimensional vector (n = number of pixéfs)}he univariate case.y..,y, were

scalars. Likewise, there is opg for every pixel and time index and the matfx=[Q,]=[Q,] i

consists of TxT block matrices of size nxn. Figure 4.1 vigualtlines the differences between a
univariate and a multivariate GMRF.

H Gr O G G
H Go G2 G2 G2
: Gs O Gz G

=
Il

e
Il

Univariate GMRF

H, n _qln q2n OBn q’m_
@ @ [@] [l
B ’L.Il ~ 621 622 62 bzr
Multivariate GMRF H=| : Q=] = — — =
i Q] @ [@] [Q

QT 1 QT 2 th QTT

Figure 4.1: Mean vector and precision matrix of a nivariate and multivariate GMRF

In the multivariate casg; consists of a n-dimensional vector and the precisiatrix has TxT block matrices of size nxn.

Similarly to the univariate case, conditional expectatiwh @recision can be defined:
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E[ vy =4 -Q7 > Qu (%~ )
t£]
Prec| v, =Q,

or as full conditionals:

E[%|v. ]=a+Y A.(v-4)

t£u

Precf |y, )=k > 0

with

-k G, fortzu
K, fort=u

1G] {

wherexk, 3, andk, are both nxn matrices.

If t andu are independent, then the whole b|(f{)}§ is zero. For alt andu that are not independent,

the nxn elements within this block can be defined.

[Qul; ={[Kt]i[’[ﬂ ==Kk forizjort£u

[«]; =« fori=j andt =u

If i and j are independent, th¢@), ]. is zero.

i
Thus, only the block matrices with thendu that are spatially dependent are considered, and within
these block matrices, only dependieahdj are non-zero.

4.2.2 Definition of the mean vector and precision m  atrix

In this section the mean vector and the entries of the
/ precision matrix are defined for application with the
/ CM SAF climate data record. A multivariate GMRF is
t+1  used since the climate data record has both a space
and time dimension. Figure 4.2 illustrates a spatio-
temporal cross-section of the climate data record.
Each pixel has a mean vector (yellow pixel) and four
spatial (red pixels) and two temporal neighbors (blue
pixels). For every pixel and every time index the mean
vector and spatial dependence structure has to be
/ defined. The dependence structure is expressed in the

Y

/ precision matrixQ which corresponds to a block
t-1 matrix.

Figure 4.2: Spatially and temporal dependency of gdcent pixels within the climate data record

The red pixels represent the spatially and the pixels the temporally dependent neighbors.
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Mean vector i

Every pixel and every time index is described by gpeUnder H, every pixel in the field has a

separate mean vector, which is temporally constant. Ungéhéte are two different mean vectors for
every pixel. The mean vector looks as follows:

My

Precision matrix Q

As outlined above, the precision matrix contains the spatialeanpldral dependence structu€@. is a

block matrix and each element @, is a nxn matrix.

Figure 4.3 visualizes how the légcontaining the spatial correlation are arranged in the diagonal.

The blueQ,, contain the temporal correlation structure. Since onlytione index before and one time
index after are chosen to be conditionally dependent, only theofirdiagonals (in blue) have non-
zero entries. All blackQ,, are set to zero.

QA Q] X
- Q) 1 R
Q| Q| A
Qu| [Q @

P2 1L 1L

Figure 4.3: Structure of precision matrix

The red blocks contain the spatial and the blueksithe temporal correlation structure.

Next, the spatial and temporal block structure of the paetisiatrix is described in more detail.

Spatial blocks For simplicity, the spatial correlation is chosen totimee-invariant, thus all red

matrices are equald, = Q, = ...= Q). For a single time index and thus a single nxn matrix, the

red matrix has the following expectation and precision:

Ele |y ] =4 +52(y -#)
i£]
Precg, |y, )= &
for all i anj that are not independent.

Thep; andx; can be expressed in matrix terms as:
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[Qn]u = (I-B)xx; ,where B contains th@;. Thus, one red matrix has the following diagonal and off

diagonal elements:
[Q~tl]ii = Ki and[Q~tt]ij = -Ki Pij.

As illustrated in Figure 4.2, each pixel is conditionally depehdea 4 spatial neighbors. The example
considers 24 pixels on a 6x4 grid as shown in Figure 4.2. Thanegellow entries represent non-
zero valuesi§ and «;fj, respectively) while all white entries are set to z&axder pixels may only
have 2 or 3 neighbors (see Figure 4.4).

Figure 4.4: Entries of spatial block matrices.

The red and yellow pixels contain non-zero valués|e all other entries are zero.

Temporal block: As the temporal blocks are located in the first off-diagqribaks actual time index t
only depends on t+1 and t-1 (b|L@u in Figure 4.3). Only the diagonal elements of the temporal

precision matrices are non-zero since each pixel solely depanitis own temporal neighbors. The
temporal correlation structure remains constant over timeharsdall temporal precision matrices are
the same as shown in Figure 4.5. The expected value and gmexfigiach y are:

EL v, |V. =+ B (Ya—l+ Yy~ 1)
Precg, |y, )=k,
In matrix form:

[Qu]i = i B
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Figure 4.5: Entries of temporal matrix

The blue entries contain non-zero values, whiletilér entries are zero.

Note thaig; is different in the spatial and temporal block.

Full precision matrix: Q is now composed of the spatial and temporal blocks as showigtireF
4.3. For better readability a simpler 3x3 region with 3 intexes is chosen.

Figure 4.6: Full precision matrix with spatial andtemporal entries

The red pixels represent the spatially and the bhes the temporally dependent pixels.

4.2.3 Model and model assumptions

Null and alternative hypothesis:
Ho: There is no break at any time index for all pixglé the considered region.

Ho ity =t buty #p fori#j <ty £T
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Hi: There is a break at time indgxfor the pixelsy; in the considered region.

Hy = i DLU <,
H,:{for some iy, = 4 +alt >t
for all other i: g4, = 4,0t >t

ais a scalar and equal for all pixels.

Distribution of y; under Hoand H;:

Vl le [Qn] j [ Qd ij 0
: : [Q21]ij s . [Q—n] ij 0

9 =Y [~ Nl | 4 | 0 [Qt,t—l]ij [Qt]ij [ Qt+]ij 0 '
- - 0 0 [Quiry ] . . [Qir ]
Yr Hy 0 0 0 RQrrali  [Qrl;

under H, ‘g4, =t =t ,buy £ Et L T
under H . = 4, +a [Jt >t ,bugy # p,

Density of y; under Hoand Hy:

_ 1 L; o2
o3
Y~ ' [Qln [Qla 0 0 [Ql. 0 0 0 0 0 0 0 Yu~Hu
Yor =M [Ql. [Q]. i 0 0 Q] 0 0 0 0 0 0 Yo ~Ho
: 0 K 0 0 0 0 0 0 0 :
Y ™ M 0 0 - Qul 0 0 0 Q Lr\ 0 0 0 0 Yoo T H
Yo ~Hy [Qlu 0 0 0 [Qlu [Qlx 0 0 [QH,T] 1 0 0 0 Yo ~Ha
oxp _}i Yo _ﬂa 0 [Q1]22 -0 0 [Q‘]lz [ Q'] 2 . O 0 [QPl_T]ZZ -O 0 Ya T:uzx
24 : 0 0 - 0 0 - - - 0 0 - 0 :
Yo ™ o 0 0 0 (O™ 0 0 - Qln 0 0 0 RQrurln| Yt
Vi — My 0 0 0 0 [Qr,-r,]] 1 0 0 0 Rl [Qnla 0 0 Yor ~Hr
Yor = Hor 0 0 0 0 0 [Qrralz 0 0 Q7. [Qd2 0 Yor ~Hor
: 0 0 0 0 0 0 0 0 :
et )L O 0 0 0 0 0 0 @ 0 0 @ ke

under K i, =24 =4, ,bugy # g4 1< tt<T
under H 4. =g +alit >t buty #1

Models and assumptions

Three different models were formulated with different patenmations of the precision matrices. For
all three models the expectation and precision are defiberdRaie and Held (2005):

Espatial[yit |y—it] =:ui +IBijZ(yj _/'lj )

i#]
EtempI:yit |_yi,—t :I = H BV —H Yo~ H)
Prec, |y, )=4 >0
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As mentioned above, in matrix terms:

[kKJ[A); =—-Kk4 fori#jort £u
[x], =k fori=jandt =u

[Qtu] i ={

The g (B # 0) express the spatial and temporal dependence structuteerficel of the red and blue
pixels on the yellow pixels in Figure 4.2) ardrepresents the precisior. as well as ¥ f; are
parameterized differently in each model. e determined on the one hand by the diagonal entries
of the precision matrix and on the other hand by a consthiat is multiplicativec is in the following
model descriptions ignored, but explained in the text.

Model 1:

This is the original model as described in Rue and Held (2005)didgenal elements are defined as
ki=1. The non-zero off-diagona[@tu]ij are parameterized by eithieror f, depending on whether it is

the spatial or temporal block Qf, . More exactly[Q,]; is parameterized byand[Q,]; byf.

[Qtt]ii =K

[Qtu]ij = _Ki,Bu'

K is1l

K f3; is parametrized by  dr
thusg, =b orf

The parametec is not presented above, but as mentionezbnsists of the diagonal entries of the
matrix Q and of a constarnt Asc is part ofi;, all [Q,]; and[Q,]; are multiplied byc. BecauseQ is

a symmetric positive definite (SPD) matrikxandf cannot take any value. Therefore corresponding
restrictions have to be set for maximum likelihood estimafidre valid two-dimensional parameter
space fobb andf is outlined in Figure 4.7.

Parameter Space of fand b

05

04

0.3

0.2

01

[aln)

[aa] 0.1 0z 0.3 0.4 a.s

b

Figure 4.7: Parameter space fob and f under model 1

Valid parameter space in green and linear fundtiab separates it from the invalid parameter space
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In the maximum likelihood estimatibrthe lower and upper boundary of each parameter can be
defined separately. The maximum likelihood estimator is tleanching the optimal parameters in a
rectangular box. Obviously, a rectangular box is not approgr@atebecause it would strongly delimit
the parameter space. A functidn= —%(‘:b+0.49 that separates the valid parameter space from the
one where the matrix wouldn’t be positive definite, is defifdds function is inserted and guarantees
that only the green parameter area is searched durimgakienum likelihood estimation process.

In Model 1,b andf can never be larger than 0.3 or 0.5, respectively.

Model 2:

This model is an extension of the first model. The diagelehents of the precision matrix are set to
the number of spatially and temporally dependent neightfoity. This allows the choice of higher
values forb andf that still enable positive definite precision matrices.

Qi =K
Q =K Eﬁ;
K, is parametrized by b
k, [B; is parametrized by of
thusg; =L orf3, =L
#nb #nb
In contrast to model 1 andf are not exact representationsfpf This is becausg is not 1 anymore,
but set to#nb and thuss; doesn’t simply remaib or f. As«k; f; is parameterized bly or f andx; by
#nb p; equalsb/#nb orf/#nb. The consequence of this retransformation is that ng} aimain equal,

because the number of adjacent and dependent pixels cldse bortder of the domain is smaller.
Also, this model has a broader valid parameter space as shévwguia 4.8.

Parameter Space of fand b

z0

15

1.0

a.s

[ai]

Figure 4.8: Parameter space fof and b under model 2

Valid parameter space in green and polynomial fondhat separates it from the invalid parametecsp

! The R function optim() is used
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This time, in order to enlarge the parameter maximalpyolgnomial function of order 4 is used with
the coefficients shown in the equation in Figure 4.8. As this hisdesed later for the real data set,
the exact procedure of how the likelihood values were detedndutside the green valid parameter
space is described here in more detail. An if-else-sttemas inserted into the function that ensures
that within the green parameter space the likelihood is detedmormally and outside of it a high
and thus unlikely value is returned so that the search continues thiehgreen parameter space. In
order to avoid abrupt changes between the green and rechgparaspace, the likelihood that is
returned was set to increase as larger the distance goettye parameter space gets. For every location
within the red space the closest point to the polynomial cwagedetermined. Then the likelihood at
this point was taken and 10 times the distance was added tikéliabod value.

Model 3:

A third model is:
Q =k

Q =-k L

K; is parametrized by b

#nb.
K, LB, is parametrized by ri (b /Khl =bQ/ whO #b

#nb.

or by #nh Of —h'= f O/ #nb O#nb

#n
#nb. #nh
thUSﬁ“— =b Fhl or, b =f #_nb

This model is similar to model 2, butg; is not parameterized simply bwof f, but by a larger term.

Again, b andf cannot be used directly but have to be transforfined The dual parameter constraint
applied for this model is the same as for modelek (Figure 4.7).

The R-Code for all three models can be found inexalix 9.3.

4.2.4 Maximum Likelihood Estimation and Functionop  tim()

Once the mean vector and the precision matrix afmetl under the null and alternative hypothesis,
the unknown parameters can be estimated. The unkip@arameters underyHare: oneu for each
pixel, andb, ¢ andf for the precision matrix. Under;Hhere is additionally one single parameder
which corresponds to the change of the mean atitidext,. For the estimation of the parameters the
R-Function optim() is used.

corresponding to a local maximum or minimum of tréginal functiong(x). Thereby, the first
derivativeg’(x) is approximated by a Taylor series expan§id, ) :
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g()=9g0%)=d(x)+ d(0( %.— ¥

Newton-Raphson Method

Figure 4.9: Newton-Raphson Method (Hunsley, 1997)
Xg-Xn, Show the points where the approximations are made.
Thus,g"(x) is approximated by the tangeji{x) at x%.
The algorithm works as follow:

1. Start with a guess, say,xvhere the second derivate is not null.
2. At x; where the first tangent hits the x axis, the sdapproximation is made.

_g'(x)
g"(x,)

3. Repeat that step until convergence is reached.

This is at the poink_,, = X,

The Newton-Raphson-method can be generalized fdtivawiate functions and an optimization of
multiple parameters can be conducted. An approximatif a hessian matrix is used instead6{x).
The parameter “method” = L-BFGS-B in optim() usée tdescribed quasi Newton-method. The
parameters “lower” and “upper” allow the assignmafingearch boundaries (Held, 2008).

4.2 5 Likelihood Ratio Test

The likelihood ratio test compares the likelihoodoE the model under Hand under H The
likelihood ratio statistiaV follows ay; distribution as there is only one parameter moreu H than
under H;:

L(H,) 2
W =2log| —2 | ~
ot
W can also be expressed by the log likelihood leiadtof the likelihood L. Then, the likelihood ratio
statistic becomes:

L(H,)
L(H,)

W=2Elog[ j=2E(|(HO)—|(Hl))= CAH))-C2H,)~x;

If Wis larger thax?, ,s, Hocan be rejected.
In our case, the likelihood function undegisi
In

. (12 <2 le—/— —\T =~ — —
b, =[5 ) 8 e -3 (%) @ (% -7)
with g, = 4., buty, =, fori#j ktt £T
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and the log likelihood:

I(gb.c. £)= - log( 2m)) +2 log|)) -2 (% -4) Q. (% 1)

By multiplying the log likelihood function with -®&e get twice the negative log likelihood:

=2, (u,b,c, f)= nOTOog(27 )~ |09kd)+((éy_ﬁ)T( Q)(*y- [1))
with f4, = g4, buty, =g, fori#j Kt £T

Under H we get for twice the negative log likelihood fuioct

=21, (u.b,c, f,a)= nOrdog(27 )- |og’(§w((_y_ﬁ)T ( Q)(‘y“ﬁ))
with g4, = g +a,0t'> 4, t'<T

Thus, the likelihood ratio statistic can be caltedias:

W=-2l, (ub,c f)- €2, @b.c,f.a)

This W has to be compared 4§ and then the decision whetheg &t H, is more probable can be

made. In the R function twice the negative log llk@od is minimized which is equivalent to
maximizing the likelihood.

4.2.6 Simulation of the data

In order to evaluate the accuracy of the maximugelihood estimator, idealized time series with
different break magnitudes were simulated undgrahtd H. The spatial domain consisted of 6x4
pixels. The same break was applied to every pikee breaks were of magnitude between 0 (no
break) and 0.2. This was done for every model stplgrand with known parametef@ =1, b=0.2,

c=60 andf=0.1. These parameters were chosen such that teadspf the artificial time series
corresponded more or less to the spread of thenatidime series. For all three models 100
simulations have been conducted. In the followfogall models one example undegwith no break
and one example undey Mith a break of magnitude 0.1 are shown (see EigutO - Figure 4.12).



32 Spatio-temporal homogeneity of global radiatibmatology

Model 1
a) Model 1: Parameter Estimation under Hg with a=0 Model 1: Parameter Estimation under H, with a=0.01
. . b) Histogram of mu1 Histogram of b
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Figure 4.10: Parameter estimation with model 1

a) Parameter estimation (n=100) undgraldd with no break (a=0)
b) Parameter estimation (n=100) underadd with one break of height a=0.01
The red lines indicate the true parameters.

Model 2

a) Model 2 Parameter Estimation under Hg with a=0 b) Model 2: Parameter Estimation under H, with a=0.01
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Figure 4.11: Parameter estimation with model 2

a) Parameter estimation (n=100) undgraldd with no break (a=0)
b) Parameter estimation (n=100) underaHd with one break of height a=0.01
The red lines indicate the true parameters.
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Model 3
a) Model 3 Parameter Estimation under Hy with a<0 b) Model 3: Parameter Estimation under H, with a=0.01
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Figure 4.12: Parameter estimation with model 3

a) Parameter estimation (n=100) undgraldd with no break (a=0)
b) Parameter estimation (n=100) underadd with one break of height a=0.01
The red lines indicate the true parameters.

Model 1 and 3 showed very similar results, esplcfalr the parameters of the precision matrix. All
simulations were normally distributed around theetmparameters with a relatively low standard
deviation. Model 2 had higher standard deviatiomsthe parameterb andf, but it estimated the
parametea (magnitude of break) more precisely. In modelh2, parametef often reached the lower
boundary. This is due to the fact that the standardation was larger compared to the other models
and the true parameter was located close to therlparameter boundary. A parameter located in the
centre of the parameter space would yield a bettemal distribution of andb. This is shown in

Figure 4.13. This Figure also serves as verificatimt the parameter estimation under model 2 with
the inserted polynomial function worked correctlyse to the upper boundaries of the valid parameter
space.

Model 2. Parameter Estimation under Hp with a=0
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Figure 4.13: Parameter estimation with model 2 witttrue b=0.5 and truef=1.2

Parameter estimation (n=100) underathd with no break (a=0). The red lines indicatettbe parameters.
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In a next step, the three models were comparechéootiginal SNHT. The data of the above
simulations were used. In Figure 4.14 the statistpower for these four different models and for
different break magnitudes is presented. The Statispower is the probability that a wrong null
hypothesis is rejected. As soon as there is a atioalwith a break, the null hypothesis is theaadly
wrong, even if the break is very small. Very snmalgnitudes of the breaks were not detected under
all four models and thus the null hypothesis wasajected. As soon as the height of the break
increased, null hypotheses were rejected. In Figuté the probability of correctly rejecting thellnu
hypothesis is given, plotted against break magsitlr instance, with model 2 the null hypothesis
was already rejected at a break magnitude of Gi9@# 100 idealized simulations. With models 1 and
3, the null hypothesis was rejected for all 10@lded simulations for break magnitudes of 0.04& an
0.02, respectively.

Additionally to the three models, the SNHT was eatdéd with 100 idealized simulations. For the
SNHT a range of 10 months within a break shoulddusd, was set. Note that for the SNHT no
dependence structure for adjacent pixels was agsbamethus the spatial autocorrelation was set to 0

Statistical power of the different tests (95% sig. level)

=
=

Praobability

odel 1
— Model 2
— Model 3
— SMNHT 50%
—— SMHT per Pixel
R
| | | T T
0.00 0.05 010 015 0.z0
Height of Break

Figure 4.14: Statistical power of the different tets (95% sig. level)

The red line indicates the alpha Error. The SNH%5Gas calculated as follows: If for one simulati@@,or more pixels out
of the 24 had a significant break, the simulati@swonsidered to be significant. This was donelict00 simulations and
then the number of significant simulations wasdid by 100. The SNHT per pixel shows for each ef2# pixels the
probability that the null hypothesis was correctjected.
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With a 95% significance level, the null hypothesis break of magnitude 0 should be rejected in 5%
(red line) of the cases (alpha Error). As thereany 100 simulations, this was not exactly true fo
model 1-3. It is however visible that the alphadErfor the SNHT was about 0% and not 5% as
expected. This means that the decision neverdelHf and H was not rejected 5 times. This can be
explained. The SNHT wrongly rejects the null hypsils in 5% of the cases, however not necessarily
between the +10 defined months but rather somewtvittén the whole time period. Hence, the

probability that the SNHT finds the (wrong) breakhin the given range of 10 months is much
smaller than 5%.

Figure 4.15 shows the same issue but with a 90#fisignce level.

Statistical power of the different tests (90% sig. level)

Probability
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hodel 2
lodel 3
SMHT 0%
SNHT per Pixel

0.00 0.05 0.10 0.15 0.20

Height of Break

Figure 4.15: Statistical power of the different tets (90% sig. level)

The red line indicates the alpha Error. The red iiticates the alpha Error. The SNHT 50% was ¢atled as follows: If for
one simulation, 12 or more pixels out of the 24 Aaignificant break, the simulation was consideogde significant. This
was done for all 100 simulations and then the nurnbsignificant simulations was divided by 100.eTBNHT per pixel

shows for each of the 24 pixels the probabilityt the null hypothesis was correctly rejected.

These diagnostic results demonstrate that the neéewgloped spatial test was suitable to find smalle
breaks than the SNHT. Model 2 was the most sengitiwdel; it found breaks with half the magnitude
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than the other two models. Since it also estim#itednost important parameter, namely the height of
the break most appropriately, model 2 will be usedesting the real data set in the next section.

4.3 Results

In this chapter, a new spatial homogeneity wasegoiesl. The difference to the SNHT was that the
spatial and temporal correlation structure wasuidet and that a whole region instead of singlelpixe
was tested. The accuracy of the spatial homogetestywas explored with idealized time series and
three different models. Model 2 was chosen to leel der further investigations with the real datg se
because it was most sensitive and has estimatqhthenetea most accurately.

In this section, the results of the applicationhaf spatial homogeneity test are shown.

The test was applied to 6 regions. The regions wkosen in a way that different patterns could be
investigated. In Figure 4.16 the result of the SNaill the investigated regions for the spatial dest
shown. A region with no break was taken, one wite same break for each pixel and one with
different breaks. Additionally, interesting regionser the desert, the Alps and over France were
tested. Input data were the Q-Series. The coorbnantd number of pixels of these six regions are
given in Table 4.1.

Breaks with ERA-Interim as reference
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zoo4

— 2003
— 2002
— 2001
— 2000
~ 19339
~ 1938
~ 1937
— 1996
~ 1935
~ 1934
~ 1893
~ 1932
~ 1931
—— 1980

Latitude
“'ears of Breaks

Longitude

Figure 4.16: Break points of SNHT

The rectangular boxes show the regions that wesserhfor investigations with the spatial homogenigist.
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Region Coordinates Number of pixels
1 45-47°N / 0-2°E 9

2 46-47°N / 6-10°E 10

3 27-30°N / 2°W-2°E 20

4 66-63°S / 12-14°E 12

5 42-40°S / 34-32°W 9

6 42-40°S / 16-18°E 9

Table 4.1: Six chosen regions

The coordinates as well as the number of pixekach region are given.

In the following, the results for each region an@wn. More exactly, the likelihood ratio statisi
was plotted at each month between 1990 and 2005.
L(H,)

WZZDOQ(W} 200 (Hy)-1H,))= C2H,))- €2H,)~x;

The red line corresponds to the 95%-significanceelleof the x?-distribution with Bonferroni

correction. This correction was applied becausth@®imultiple testing problem. As there are 192stest
and a 95%-significance level, approximately 10 mectly rejected null hypotheses are expected. As
the Bonferroni correction is very conservative ydarge breaks are significant.

As in the SNHT, if a break occurred in the firsiast ten months of the time series it was ignored.

Further, the T-Series of the SNHT are plotted fwtepixel in the region (gray lines) as well astfor
mean of the whole region (black lines). In additiarplot with the Q-Series, the estimated and Que
Series difference at the break and the heightebtieak in W/rhis given.
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Region 1

a) Breakpoint detection of Spatial test and SNHT for Region 1

Spatial test
g —
R {efpos L, i m
i UW M
-1 b
T T T T T T T T T T T T T T T T
1880 1882 1884 1996 1888 2000 zooz zon4
Time:
b) SNHT
o
@
8
-

n

=009

L

T T T T T T T T T T T T T T T T
1830 1892 1834 1996 1833 Z000 z00z z004

Time

C) Q Series for Region 1
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Figure 4.17: Comparison of Spatial test and SNHT fioregion 1

a) Result of spatial test. The red line correspdadke significance levei=0.05 of the/Yl2 -distribution after Bonferroni

correction. b) Result of SNHT. The red line cor@s to the critical level=0.05 of the SNHT (obtained by simulation of
random normal numbers). c) Q-Series with meanarfidrafter the break (red lines)

Estimated parameters at break:

4= (1.0077, 1.0073, 1.0070, 1.0093, 1.0093, 1.01@X80, 1.0085, 1.0083)

b=1.2509 c=108.0017f = 0.2004a = -0.0539

Region 2

a) Breakpoint detection of Spatial test and SNHT for Region 2
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C) @ Series for Region 2

Estimated @ Series diffierence at break: 0.018
True @ Serles diference at break: 0.016
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Figure 4.18: Comparison of Spatial test and SNHT fioregion 2

a) Result of spatial test. The red line correspaadbe significance levei=0.05 of the)(l2 -distribution after Bonferroni

correction. b) Result of SNHT. The red line cor@s to the critical level=0.05 of the SNHT (obtained by simulation of
random normal numbers). c) Q-Series with meanaridrafter the break (red lines)
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Estimated parameters at break:

1= (0.9950, 0.9947, 0.9940, 0.9941, 0.9941, 0.99&90, 0.9982, 0.9964, 0.9949)

b=1.29,c=74.9998f = 0.0357 a=0.01943

Region 3

a) Breakpoint detection of Spatial test and SNHT for Region 3
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Q Series for Region 3
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Figure 4.19: Comparison of Spatial test and SNHT foregion 3

a) Result of spatial test. The red line correspdadke significance levei=0.05 of the)(l2 -distribution after Bonferroni

correction. b) Result of SNHT. The red line cor@ss to the critical level=0.05 of the SNHT (obtained by simulation of
random normal numbers). c) Q-Series with meanaridrafter the break (red lines)

Estimated parameters at break:

4= (0.9971, 0.9971, 0.9972, 0.9973, 0.9974, 0.997872, 0.9972, 0.9973, 0.9974, 0.9973, 0.9973,

0.9973, 0.9973, 0.9974, 0.9974, 0.9974, 0.997473.90.9974)

b=1.2822c=684.9978f = 0.0649a = 0.0058
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Region 4
a) Breakpoint detection of Spatial test and SNHT for Region 4 c) Q Series for Region 4
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Figure 4.20: Comparison of Spatial test and SNHT fioregion 4

a) Result of spatial test. The red line correspaadke significance levei=0.05 of the,\/l2 -distribution after Bonferroni

correction. b) Result of SNHT. The red line cor@sgs to the critical level=0.05 of the SNHT (obtained by simulation of
random normal numbers). c) Q-Series with meanaridrafter the break (red lines)

Estimated parameters at break:
4= (0.9993, 0.9996, 0.9987, 1.0005, 0.9993, 0.908m84, 0.9979, 0.9973, 0.9980, 0.9979, 0.9974)
b=1.2708c = 100.0006f = 0.1203a = 0.0541

Region 5
a) Breakpoint detection of Spatial test and SNHT for Region 5 c) Q Series for Region 5
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Figure 4.21: Comparison of Spatial test and SNHT fioregion 5

a) Result of spatial test. The red line correspdadke significance levei=0.05 of the/Yl2 -distribution after Bonferroni

correction. b) Result of SNHT. The red line cor@gs to the critical level=0.05 of the SNHT (obtained by simulation of
random normal numbers). ¢) Q-Series with meanarfidrafter the break (red lines)
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Estimated parameters undey. H
1= (0.9995, 0.9997, 0.9998, 0.9997, 0.9997, 0.909M97, 0.9996, 0.9995)
b=1.2805c= 176.0012f = 0.0789a = 0.01161

Region 6
a) Breakpoint detection of Spatial test and SNHT for Region 6 c) @ Series for Region 6
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Figure 4.22: Comparison of Spatial test and SNHT foregion 6

a) Result of spatial test. The red lines correspdadhe significance levek0.05 of the)(l2 -distribution after Bonferroni

correction. b) Result of SNHT. The red line cor@ggs to the critical level=0.05 of the SNHT (obtained by simulation of
random normal numbers). c) Q-Series with meanaridrafter the break (red lines)

Estimated parameters at break:
1= (0.9698, 0.9702, 0.97024, 0.9701, 0.9703, 0.96@1,02, 0.9702, 0.9700)
b=1.1273c=193.0074f = 0.6027a = 0.0640

For all 6 regions, very similar break patterns wierend by the spatial test and the SNHT. The highes
W- and T-values mostly occurred in the same month and wageificant in both tests. Region 6
showed the highe&t- and T-values. This was due to the large differenceshetime series of the
satellite and ERA-Interim data set. For this tineeies, a model Hthat suggests one break is not
adequate.

From the width of the highest peak, the domainrofentainty is readable. For example for region 1,
where the highedt-values occurred in the middle of 1998, the unaetteapproximately amounted +
12 months.

The MGMRF was specified through its full conditit®and expectation and precision were:
Espatial[yit |y—it] = lui + :Bij Z(y] _Iuj )
i7]
Etemp[yit |y—il] = lut+18ij( yt—l _IU+ yt+1 —,U)
Prec, |y, )=4 >0
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1
k;is the precision and was parameterizedtblgc in model 2. The variance is theh=—". The other

|
two parameters of the precision matrix wberandf. Again, as model 2 was usdidandf have to be
divided by#nbin order to get the true spatial and tempgralrespectively. As seen in the equations
above, theg; represent the weights of the influence of the ddpat adjacent pixels.

For all regionsh andf were very close to the boarder of the valid patamgpace. The parameter
that stands for the spatial correlation structues wnostly characterized by very high values. This
indicates that spatially adjacent pixels had a higight. In contrast, the paramefdnad low values
(except for region 6) which means that the tempooatelation structure was less distinctive. The
reason for the high value of paramdter region 6 might be due to the very inhomogene@tSeries.

As a model with only two means is not appropritite,temporal parametéhas to adjust for the large
difference towards the two means and thus becoangs.!

The plot of the Q-Series shows that the found lwenike sense. In each plot, the estimated and true
height of the break, expressed in the differencehef Q-Series, is indicated. This difference was
estimated by maximum likelihood estimation (parana}, and was also calculated. The point in time
of the break was known and thus the mean valudlseo-Series before and after the break could be
determined. A comparison of these two values shaWwatthey were for all six regions very close to
each other. This illustrates that the maximum ifla@d procedure estimated the height of the break
well.

Additionally, the true height of the break is inafied in each figure, expressed in W/ifhat one was
calculated in the following way: The differencetbe absolute global radiation of the test (satellit
data record) and reference (ERA-Interim data setes before and after the break was determined and
then the difference of these two values was cdiedla

In the spatial test, the influence of breaks ofk&Erpixels was reduced. Only breaks that occumeal i
larger area were detected by the spatial homogetest and breaks of single pixels were ignored.
This gives a more homogenous image of breaks.

Still, in different regions, different points innie of the breaks were found. This indicates that th
breaks didn't occur because of replacements ofllisade If the breaks appeared at a satellite
replacement, they should arise within the same tier@d over the whole visible disc.

4.4 Discussion
This section discusses the two research questiansvere introduced in section 4.1.

The first part of this discussion treats the guestvhether it is possible to create a homogenegy t
that is more powerful than the SNHT with the uséhefinformation of spatially adjacent pixels.

The simulation of idealized time series showed that maximum likelihood procedure accurately
estimated all unknown parameters. All parametergegaaround their true values. Especially the

parametersy anda had a low variance in the simulation data settt@nother hand, also the means

and the height of the break of the Q-Series ofréa data were estimated very accurately. This was
proven by calculating the true means of the cooedmg Q-Series and the true height of the break at
a given point in time and by comparing it to theresponding values obtained by the maximum
likelihood estimation.

A visual inspection of the Q-Series also validates correct estimation of timing for the detected
breaks. The comparison with the original SNHT destiates that both tests gave very similar results.
These results are evidence that the spatial tesiedaorrectly.
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The new spatial homogeneity test found breaks \dther magnitudes compared to the original
SNHT. This was visualized in Figure 4.14 and inurg4.15 where the statistical power of both tests
was investigated. This is further affirmed by conipgtheW- andT-Series of the real data set; they
basically show the same course, but much riésalues tham-values were significant.

By testing a whole region, the influence of a bramk single pixel is reduced. This is desirabl¢has
SNHT gave a lot of different breaks, even for adid@ixels. For our climate data record, the result
the spatial homogeneity test is more useful bectheséocus is laid on breaks that are significargro
a larger region.

On the one hand, it is desirable that the spasdldiscovers breaks with low magnitudes because ev

if a break is of small magnitude, it might be imaat if it occurs in a spatially consistent pattedn

the other hand, it is also obvious that a breaktnigs of a certain magnitude that justifies a
homogenization procedure. The uncorrectéevas not a good measure to decide when a break is
significant or not, because it almost always regédcthe null hypothesis. Therefore, a Bonferroni-
correction was applied in order to reduce the meed alpha Error that occurred due to multiple
testing.

However, several aspects have to be consideredebedorecting breaks in a climate data record.

The magnitude of a break should always put inim@iatio the absolute magnitude of global radiation
at a specific location. For locations with a higladiance, a break of a given magnitude has a small
influence than for locations with low values of lg#b radiation. Thus, not only the difference in e
Series, but also the difference in the absoluteraladive height of the shift should be considered.

Further, the requested accuracy threshold of 1534 the optimal accuracy requirement of 8 W/m
of the satellite climate data record should be kemphind. Special attention should be given to ksea
that exceed the threshold of 8 Wion even 15 W/rh

The second question was whether it is justifieldmogenize the climate data record. As the data set
is derived by different satellites, breaks at maréess the same points in time are expected, yaatel
the periods of satellite replacement. However bitleaks were very inhomogeneous and did not appear
at satellites replacements. Additionally, there moeother justified reasons for the appearancéef t
different breaks. Satellite changes would causégh And consistent break and this one would be
visible in the SNHT as well as in the spatial téairthermore, the methodology that was used to
generate the climate data record included a sélfration procedure that is supposed to take cére o
calibration changes from one satellite to the n€hts is an explanation why no breaks were found at
satellite replacements. Therefore it is diffic@tdecide whether and especially how the breaksldhou
be corrected. For instance, in the case when breafks discontinuous in space, does the
homogenization only have to be applied over regiamish significant breaks? Shall the
homogenization be unified for climatologically siari regions like ocean and land or tropics,
subtropics and temperate climate zones? Severatigns arise from the development of this new
spatio-temporal homogeneity test that need to bevared before a homogenization is carried out.

It must be noted that both, the SNHT and the sptst, find breaks of relatively low magnitudes
compared to the absolute variation of global réalatin all investigated regions, the height of the
break, expressed in Wfwas on the order of few percentages or per millagared to the absolute
variation. Thus, it can be concluded from this eiggr that climatological trend analysis is validtwi
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the non-homogenized climate data record. The inflaeof a break on a climatological trend in the
time series was investigated in Region 1-4 andrésellts are presented in Figure 4.23. Region 6
wasn't investigated further because as seen franQiSeries, there were 2 shifts and a trend. The
elimination of one single shift would not yet rdsim a homogenized data set. Neither was region 5,
because there was no significant break within thgion. For the trend analysis, the time period
between 1985 and 2005 was taken, because glolgaltéming is assumed to have started in the mid-
eighties (Wild et al., 2005). The results show tif#r correction the directions of the trends rie@a
constant for three out of the four regions. Exdeptegion 2, the very low slope (less than 2 ¥ im

23 years, way below the actual uncertainty of taedet) changed from slightly positive to slightly
negative. In summary, the slope was always indant and only slightly affected by the
homogenization of the data set, and the small frevete not affected.
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Region 3
Coefficients for uncorrected data set
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Figure 4.23: Trend analysis without and with breakpoint correction

The red lines correspond to the regression lines.

Another reason for not homogenizing the satellggdet is that the reference data set is modetibas

and may also contain inhomogeneities. The reasothéouse of this reference data set was its full
coverage of the whole visible disc of Meteosat. antioned above, ground stations are absent in
many parts of the globe. Hence, it is difficult gay which of the two data sets, satellite or Re-
Analysis, is more correct. However, when measureti@mmpared in absolute global radiation, both

data sets had very similar time series and trends.

Due to these reasons the data set has not be@tteokrAlso WMO (2011) stated that one has to bear
in mind that independent attempts at homogenizatiag easily result in quite different data and that
the adjusted data shouldn’t be considered as absokorrect nor should the original data always be
considered as wrong.
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5 Relations of global radiation with large-scale
climate variability

In this chapter, the relation of the global radiatias well as the cloud index with three largeescal
variability phenomena, namely ENSO, NAO and PNAnigestigated. In the first section, a short
overview of these three oscillations is given ahé tesearch gaps and research questions are
introduced. Then, a separate section for ENSO, N&@ PNA follows where the relationship
between these oscillations and global radiatiomud! index, temperature and precipitation is
investigated. Each of these sections contains hadsf results and discussion part.

5.1 Overview of ENSO, NAO and PNA and research ques tions

5.1.1 El Nifo Southern Oscillation

The El Nifio Southern Oscillation is the strongestwn natural climate variability and can last from
some months to several years. In the context WegHBNSO phenomenon usually three different states
are differentiated: the neutral period, the El Nidod the La Nifia period. While the ENSO
phenomenon mainly occurs in the Pacific, it caeafthe global climate system, specifically the-sea
level pressure, sea-surface temperature, sea-fmight, surface wind and the ocean sub-surface
temperature (Dijkstra, 2006).

The neutral state of ENSO is characterized by uslegn pressures over the eastern Pacific at the
South American coast (high) and the western Pab#igveen Australia and Indochina (low). At the
same time, the low sea-surface temperatures iaaseern Pacific and the relatively high temperature
in the western Pacific stabilize this pressurerithistion. Trade winds from east to west are a rth
component of this ocean-atmosphere-system. Theypeosate for the pressure gradient. In higher
layers the wind blows in the opposite directione3é wind patterns are also known as the so-called
Walker Circulation. The surface water is driven twesds through trade winds which causes a decline
in the sea-level height in the eastern Pacificamihcrease in the western Pacific. The upwellioid c
water in the eastern Pacific supports a thermah lgessure system. A result of the absence of
precipitation in these areas are for instance tesg¢rthe west coast of South America. The neutral
period of ENSO is summarized in Figure 5.1.

Walker
circulation

wermow.ne Upwelling

Indonesia cold deep water South America

Figure 5.1: Neutral state of ENSO

The EI Nifio period is characterized by an incrdasthe sea-level pressure over the western Pacific
and a decrease over the eastern Pacific. As a quesee the trade winds diminish and both the sea
level and the water temperatures at the west afaSbuth America rise. In the extreme case of El

Nifio the Walker circulation can reverse.
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During La Nifa periods all phenomena of the neustate are intensified and therefore the Walker
circulation increases in strength. Further, theew&mperatures are higher and the precipitation is
stronger in the western Pacific and the inversruis for the eastern Pacific (Baldenhofer, 2010).

Many studies have been conducted on the influeficENSO on the weather patterns in South
America, Asia, Australia and North America (Roped&ivand Halpert, 1986, Rasmusson and
Carpenter, 1983, Alexander et al., 2009). Sevardiaxs have also studied the impact of ENSO in
Europe and Africa. Their results are interpretegetber with the results of the analysis of thisthén

the discussion section 0.

5.1.2 North Atlantic oscillation

The NAO is a meridional oscillation in the Atlan@zean (Bell, 2011) and is defined as the diffegenc
of the normalized sea level pressure anomaly betiesand and the Azores. The positive phase of
NAO is characterized by a strengthening of thealedllow and the Azores high. On the other hand,
the negative phase has both a very weak IcelanéimAzores high (Portis et al., 2000).

During the positive phase of NAO, there is morecjpigation over northern Europe and Scandinavia.
In contrast, during the negative phase, more pitatipn is observed over southern Europe, the
Mediterranean and North Africa (Hurrell, 1995).

The NAO further has also significant effects on Ehgopean temperatures. Between 1940 and 1970,
when the NAO had a downward trend, winter tempeeatwere lower than normal. This period was
followed by an upward trend in the NAO index. Ire thighties, the NAO remained constantly in the
positive phase in winters contributing to signifidgt warmer winters in Europe (Hurrell, 1995).

Other characteristics of the NAO are:

- Low sea surface temperatures during NAO+ in thamiit Ocean at the west coast of Africa
and in the east and northeast of Greenland.

- Movement of the extra tropical cyclones that caosee storms over Iceland and northern
Europe during NAO+ and a slight increase in stoower southern Europe.

The NAO phenomena are more pronounced in winterghigrell, 1995).

The situation of the negative and positive NAO ghiassummarized in Figure 5.2.
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a)

b) NAO -
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Figure 5.2: Positive and negative phase of NAO (Atic Portal, 2011)

a) NAO+ with a strengthening of the Iceland low dinel Azores high
b) NAO- with a weak Iceland low and Azores high

Many studies have been conducted in order to iigagst the impact of NAO on the European
weather, among other Hurrell and Van Loon (1997anWér et al. (2001) or Hurrell et al. (2003).

5.1.3 Pacific/North American oscillation

The PNA teleconnection pattern is a prominent ieatwer the Pacific and the North American
continent. It is described through the geopotettéght, usually 500mb (for cold air mass the heigh
is typically lower and for warm air masses it igler). The positive phase is characterized by above
average geopotential heights over the western Enfl. Canada and below-average geopotential
heights over the south-eastern U.S. and in thehsolthe Aleutian State (State Climate Office of
North Carolina, 2011). This situation and the cgpmnding sea surface temperatures are shown in
Figure 5.3.
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y

Below average heights located . Below average temperatures
acrossthe eastern U.S. focused across the eastern U.S.

500mb Geapotential Height (m) Composite Anomaly (19681996 Climatology) 1000mb Air Temperature (C) Composite Anomaly (1968-1996 Climatology)
1/1/81 to 1/14/81 1/1/81 to 1/14/81
NCEP/NCAR Reanalysis NCEP/NCAR Reanalysis

Figure 5.3: Positive phase of PNA (State Climate @e of North Carolina, 2011)

There are above-average geopotential heights beemé¢stern U.S. and Canada and below-average gepiadheights over
the south-eastern U.S.
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During the negative phase, low geopotential heightsobserved over the western United States and
higher geopotential heights over the south-eadt@ited States. This is again presented with the sea
surface temperatures in Figure 5.4 (State Climdfieeoof North Carolina, 2011).

7 NGAR/ESRL Physical Sciences Division

1 NOAA/ESRL Physical Sciences Division

Below average heights oriented
overwestern U.S./Canada

b iy
5. Aboveaverage heights located
across the eastern U.S.

Above average temperatures
§ located across the eastern U.S.

500mb Geopotential Height (m) Composite Anomoly (19681396 Climatology) 56urface Air Temperature (C) Composite Anomaly (1968—1996 Climatelagy)
11/10/85 1o 11/20/85 11/10/85 to H/ZO/VBE\

NCEP/NCAR Reanalysis NCEP/NCAR Reanalysis

Figure 5.4: Negative phase of PNA (State Climate &fe of North Carolina, 2011)

There are above-average geopotential heights beesduth-eastern U.S and below-average geopoteigiits over the
western United States.

The PNA is influenced by the ENSO phenomenon. RuEh Nifio the positive PNA phase is more
distinct and La Nifia is associated with the negaphase of the PNA (Climate Prediction Center
Internet Team, 2011).

5.1.4 Research gaps and research questions

As mentioned above, the impacts of the differemillasions on the weather are well explored. For
instance, the impacts of ENSO have been studidddpelewski and Halpert (1986), Rasmusson and
Carpenter (1983) or by Rasmusson (1983). On ther diiind the NAO was investigated among other
by Hurrell (1995) or Wanner (2001). Thus, generahther patterns of these oscillations are quité wel
known, especially in specific regions, and theuefice on precipitation and temperature is well
established. However, especially for ENSO and Pdify few studies over Europe and Africa have
been conducted. In addition, to my best knowledgdy very few studies investigated the relations
between the large-scale climate variability phenwenand the global radiation or cloud index,
respectively. With the CM SAF climate data recotdisi possible to conduct spatially gap-free
investigations of the relation between these clamattenomena and observed (not modelled) global
radiation or cloud index and thus to complemenvipres studies. Therefore, the research questions
that are discussed in this chapter are:

« s it possible to detect statistically significaciimate-related patterns in the satellite-based
data record by use of correlation analysis andyaisabf variance between large-scale climate
variability indices and global radiation (or cloundiex)?

« What are the physical explanations for the patteavealed by above analysis and how
coherent are these patterns to what was found riilasi studies for temperature and
precipitation?

These two research questions are treated separatelgach oscillation in the corresponding
discussion sub-sections.
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At locations where the weather patterns are knaive, behaviour of the cloud index and global
radiation can easily be assumed, because prewpitat highly correlated with the cloud index and
that one correlates negatively with global radiatiGlobal radiation is further linked to surface
temperature. However, these relationships areinearl and no studies have examined them with a
spatio-temporally continuous satellite-based clerdsdta record.

5.2 EIl Nifio Southern Oscillation

5.2.1 Methods

In the results section for the El Nifio Southernillxdion, patterns with distinctive characteristiob
global radiation and cloudiness during El Nifio &adNifia phases have been identified. For each of
these patterns the differences between the pasiteetral and negative phase of ENSO have been
compared. Each month between 1983 and 2005 wasatdtb either to a positive, neutral or negative
phase. The allocation was based on Null (2011).altecated all months with an index that was
between -0.5 and 0.5 to the neutral phase, thehaawith an index higher than 0.5 to a positive and
lower than -0.5 to a negative phase. Table 5.1 sanmes the positive, neutral and negative phases of
ENSO.

Positive phase Neutral phase Negative phase

Jan 83 — Jun 83

Jul 83 — Sep 84

Oct 84 — Sep 85

Aug 86 — Feb 88

Oct 85— Jul 86

May 88 — May 89

May 91 — Jul 92

Mar 88 — Apr 88

Sep 95 — Mar 96

May 94 — Mar 95

Jun 89 — Apr 91

Jul 98 — Jun 00

May 97 — Mai 98

Aug 92 — Apr 94

Oct 00 — Feb 01

May 02 — Mar 03

Apr 95 — Aug 95

Jun 04 — Mar 05 Apr 96 — Apr 97

Jun 98

Jul 00 — Sep 00

Mar 01 — Apr 02

Apr 03 — Mai 04

Apr 05 — Dec 05

Table 5.1: Positive, neutral and negative ENSO-phas

The positive phase includes 85, the neutral 13Qla@degative 61 months.

These three phases were compared with one-way AN@NA pairwise T-Tests and boxplots are
presented. The positive phase included 85 monittesneutral phase 130 months and the negative
phase 61 months. For the pairwise comparisons,éBanfi correction (p-values are multiplied with
the number of comparisons) was applied. It was ,usedause Bonferroni correction is conservative
and thus only true differences are detected. Thdetnassumption, namely normal distribution and
homogeneity of variance, were mostly fulfilled.

Additionally, one strong El Nifio year (97/98), osieong La Nifia year (88/89) and a neutral year
(96/97) were compared. For each of these eventsmtmhs from June to May in the following year
were taken as then the event was strongest for Bbthifio and La Nifia. In this time period, El Nifio
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was strongest in August and September and La Nifia fSeptember to November. The ENSO
Indexes for these three particular years are showigure 5.5.

ENS Q3 index for a positive, a neutral and and a negative ENSO year

—— Pos. ENSQ year (97/38)
Meutral EN3O year (96/37)
—— Meg. ENS0 year (88/83)

EMNSD Index

Time
Figure 5.5: ENSO Index for one specific positive,eutral and negative ENSO year

5.2.2 Results

In order to gain a first overview of the patterhattare caused by ENSO, the deseasonalized global
radiation (SIS) and the deseasonalized cloud iff@&xare plotted for a typical El Nifio and a tydica
La Nifia event (Figure 5.6). The year 97 and 88 wetected, respectively. For both events, the same
months were investigated, namely September, OctiseNovember.

El Nifio and La Nifia showed opposite patterns ferdglobal radiation as well as for the cloud index.
As expected, there were more clouds in north-eadBeazil during La Nifia and more clouds in
southern Brazil during the El Nifio. The patterngevguite pronounced over Europe despite the fact
that ENSO doesn’t have a great influence on thefgan weather in general.
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Paositive ENSO Event (Sep-Nov 97) Negative ENSO Event (Sep-Nov 88)
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Figure 5.6: Deseasonalized SIS and deseasonalizddd a typical El Nifio and La Nifia event

a) Deseasonalized global radiation at a positiv&8Mvent. b) Deseasonalized global radiation agative ENSO event.
c) Deseasonalized cloud index at a positive ENSg&hew) Deseasonalized cloud index at a negative@Bvent.

In Figure 5.7, the whole time series of MFG wasdused the correlation of the deseasonalized global
radiation and the deseasonalized cloud index WrBNSO Index was calculated for each pixel in the
visible disc. Only significant correlations weretéd.

There were mainly six patterns identifiable for giebal radiation as well as for the cloud indexsl
well observable that positive correlations betw8&8& and ENSO Index occurred in the northeast of
Brazil and in southern Africa whereas negative @atirons occurred in the Atlantic between 20°N and
40°N and between 10°S and 30°S, in the southedtadil, in North Africa and the Middle East. The
opposite was true for the correlation between ciodéx and ENSO Index.
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a) Correlation SIS (des.) / ENSO Index b) Correlation Cl (des)) / ENSO index
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Figure 5.7: Correlation of deseasonalized SIS andedeasonalized Cl with ENSO Index

a) Correlation between deseasonalized global iadiand ENSO Index. The 6 patterns that were inyatgd in more detail
are shown.
b) Correlation between deseasonalized cloud indebd&NSO Index
Only significant correlations are presented.

Additionally, the correlation between the deseabbad temperature and precipitation and the ENSO
Index was plotted. These patterns corresponde@ guétl to the observed patterns of the correlation
between SIS / Cl and ENSO Index. Also, the cori@iabetween cloudiness and precipitation was
usually positive. Only pattern 4 was different betw the cloud index and the precipitation plot.HHig
cloudiness and simultaneously low precipitationuoced at El Nifio events and the opposite was true
for La Nifia events.

a) Correlation temperature (des) / ENSO Index b) Correlation precipitation (des.) / ENSC Index
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Figure 5.8: Correlation of deseasonalized temperate and deseasonalized precipitation with ENSO Index

a) Correlation between deseasonalized temperatar&BHSO Index
b) Correlation between deseasonalized precipitati@hENSO Index
Only significant correlations are presented.
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Table 5.2 gives an overview of the patterns and:thieesponding regions.

Pattern Region Coordinates

Pattern 1 Northern Atlantic 27-50°N / 60-10°W
Pattern 2 North east of Brazil  10°S-10°N / 60-30°W
Pattern 3 South east of Brazil  50-20°S / 60-40°W
Pattern 4 Southern Atlantic 20-5°S / 20-15°W
Pattern 5 Southern Africa 35-10°S / 20-40°E
Pattern 6 Middle East 30-40°N / 35-50°E

Table 5.2: Description of the 6 patterns

The regions as well as the coordinates are giverth@ significant pixels don’t occur in a rectarsgiattern, only the pixels
that had a significant correlation between Cl ahtEP Index were considered.

All six patterns have been investigated in defssl.described in the methods part, for each pattern,
analysis of variance and pairwise T-Tests were gotadl in order to test whether the positive, néutra
and negative phases were significantly differeotrfreach other. In addition, one specific El Nifiog o
neutral phase and one La Nifia were compared.

The ANOVA gave significant differences for all gatterns and for global radiation as well as fer th
cloud index between the positive, neutral and negahase of ENSO.

Table 5.3 gives an overview of all six patterns.

Pattern 1 Pattern 2 Pattern 3 Pattern4  Pattern5  Pattern 6

Agreement global

o es es no es es es
radiation / temperature y y y y y

Agreement cloud index /
yes

precipitation yes yes no yes yes

Absolute difference in

SIS for extreme La Nifia -24.44 17.10 -4.21 -0.58
0.87 Wint 3.05 Wint
year compared to W/m? W/m? W/m? W/m?
extreme EIl Nifio
Absolute difference in
Cl for extreme La Nifia
-0.01 % 0.07 % -0.08 % -0.01% 0.02% -0.01 %

year compared to
extreme El Nifio

Table 5.3: Summary of the 6 patterns

The first row indicates whether global radiatior aemperature showed similar behaviors during tstive, negative and
neutral phase of ENSO. The second row statessthigifor cloud index and precipitation. The last tews present the
difference of absolute global radiation and absotlbud index between the chosen extreme posiivé8) and extreme
negative (88/89) ENSO year.

The results of pattern 4 and 6 are now presentetidre detail. These two patterns were chosen
because they have not yet been as widely investigas the other patterns. Pattern 4 showed
significant differences between the three ENSO-ghdsr global radiation and cloud index whereas
for precipitation and temperature no trend coulddeatified. Actually, cloud index and precipitatio
showed different behaviors. While there was mooeidiness during positive phases, there seemed at



Chapter 5 - Relations of global radiation with kugrale climate variability 55

the same time to be less precipitation. Pattesd@so presented more detailed, because it is farite
away from the typical ENSO regions and therefopeelly interesting.

A description of the remaining 4 patterns can haébin Appendix 9.4.

5.2.2.1 Pattern 4

Pattern 4 is situated in the southern Atlantic i especially interesting because there is nongro
station data in this area. During positives phagdsNSO, there was more cloudiness and thus less
radiation reaching the surface. During negativesphdhe opposite was observable.

Pattern 4: Differences between the positive, neutral and negative phases of ENSQ

a) Differences of the Cloud Index b) Differences of the Global Radiation
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Figure 5.9: Differences between positive, neutralral negative phases of ENSO for pattern 4

a) Differences of deseasonalized cloud index. fffeBinces of deseasonalized global radiation.
C) Differences of deseasonalized precipitation. djebénces of deseasonalized temperature.

There were significant differences for the clouder and the global radiation. The pairwise tests
showed that the positive phase was different fieendther two phases. However, for precipitation and
temperature no pairwise differences were found.
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Pattern 4 Cloud Index Global Radiation Precipitation Temperature
Mean pos 0.01 0.10 0.94 -0.048

(2]

§ Mean neut -0.003 1.00 1.00 0.01

= “Mean neg -0.003 1.00 1.08 0.05
Global F value 9.3462** 9.2505** 5.7829* 3.0646
Pos/neut * * n.s. n.s.

3 g

2 % Pos/neg * * n.s. n.s.

o Neut/neg n.s. n.s. n.s. n.s.

In Figure 5.10, the four variables in the specifasitive, neutral and negative year are shown. The
comparison of these three particular years gavee gquiposite results. During the strong phase of La
Nifia (September to December), there seemed to be cwudiness and precipitation and less global
radiation. These results stand in contrast to tmesobtained in Figure 5.9 where the whole time

Table 5.4: Descriptives of pattern 4
Npos=85, Nneut=130, Nneg=61, * p<.05, ** p<.01, 1%.001

period was investigated.

Pattern 4: Course of four variables in a positive, neutral and negative ENSO year

a) Course of Cloud Index and Precipitation
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Figure 5.10: Specific positive, neutral and negate’ ENSO year for pattern 4

a) Course of absolute cloud index and precipitaitica positive (97/98), neutral (96/97) and nega{i®8/89) ENSO year.
b) Course of absolute global radiation and tempegah a positive (97/98), neutral (96/97) and niega88/89) ENSO year.

In summary, the trends for pattern 4 were not aarchs for the other patterns. Especially the three
specific years with strong El Nifio and strong Ld@divere in contrast to the result obtained for the

whole time period.

5.2.2.2 Pattern 6

Pattern 6 is located in the Middle East and incdudely some countries in the eastern part of the
Mediterranean. As visible in Figure 5.11, the regisas characterized by more cloudiness, more
precipitation and both lower global radiation areinperature during El Nifio phases (opposite
conditions during La Nifia phases).

Temperature [K]
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Pattern 6: Differences between the positive, neutral and negative phases of ENSO

a) Differences of the Cloud Index b) Differences of the Global Radiation
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Figure 5.11: Differences between positive, neutraind negative phases of ENSO for pattern 6

a) Differences of deseasonalized cloud index. fffeBinces of deseasonalized global radiation.
C) Differences of deseasonalized precipitation. djebénces of deseasonalized temperature.

Table 5.5 shows that there were significant diffieess for all four variables. The pairwise tests
indicated that especially the positive and negativases differed significantly and that the diffexes
were more pronounced for the cloud index and thaball radiation as for precipitation and
temperature.

Pattern 6 Cloud Index Global Radiation  Precipitation Temperature
Mean pos 0.013 0.98 1.11 -0.31

(2]

§ Mean neut -0.003 1.01 0.99 0.08

= Mean neg -0.01 1.01 0.87 0.27
Global F value 15.597*** 14.618*** 8.2124** 8.1443*
Pos/neut * * n.s. n.s.

3 g

; a&; POS/neg *kk *k%k * *

o Neut/neg n.s. n.s. n.s. n.s.

Table 5.5: Descriptives of pattern 6
Npos=85, Nieum=130, Nie61, * p<.05, ** p<.01, ** p<.001

Figure 5.12 for the specific ENSO events showedlaimesults. The cloud index was 6% higher

during El Nifio and 24 % more precipitation was obsd compared to the La Nifia year. In contrast,
global radiation was 0.3% higher during the El Nifemr. The mean temperature over this specific
time period was the same for the El Nifio and théliea year. This is not expected, since the higher
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cloudiness during the El Nifio year leads to lestataon at the Earth’s surface and therefore lower
temperatures.

Pattern 6: Course of four variables in a positive, neutral and negative ENSO year

a) Gourse of Gloud Index and Precipitation D) Course of Global Radiation and Temperature
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Figure 5.12: Specific positive, neutral and negates ENSO year for pattern 6

a) Course of absolute cloud index and precipitaitice positive (97/98), neutral (96/97) and nega(®8/89) ENSO year.
b) Course of absolute global radiation and tempegah a positive (97/98), neutral (96/97) and niega88/89) ENSO year.

Thus, the cloud index and precipitation anomaliesrewvery clearly pronounced with more
precipitation and cloudiness during El Nifio andsldsiring La Nifia. However, no clear trend was
found for both, global radiation and temperature.

5.2.3 Discussion

The first ENSO-related research question of theate analysis part is discussed. In many partiseof t

visible disc of Meteosat links between ENSO and dlubal radiation or cloud index were found.

Especially regions that are strongly affected bySENalso showed significant correlations between
the ENSO anomaly to global radiation and cloud ind&obal radiation was positively correlated to

ENSO in the northeast of Brazil and in southernaafiand negatively in the north and south Atlantic,
in the southeast of Brazil and in the Middle E&@ver Europe, no significant correlations were

detected between ENSO and global radiation or cilodelx.

The above correlations were classified into sixgras. Most of these patterns could be linked to
results from previous studies.

Figure 5.13 shows the areas that are affected bMifi. These regions largely correspond to the
patterns documented in the results section. Cosgrardf Figure 5.6 with Figure 5.13 reveals that
patterns 1, 2, 3, and 5 are regions with known EN8€xts.
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Figure 5.13: Global effects of El Nifio (Commonwedtt of Australia, 2011)

In order to discuss the second research questamh pattern is now compared to the results from
previous studies and the physical backgroundshirappearance of the patterns, where possible, are
given.

Pattern 1 showed enhanced cloudiness and prewmpitduring El Nifio events. Figure 5.13 also
indicates that this region is wetter than usualrdpEl Nifio even though the region’s boundaries do
not exactly match.

The relationship between ENSO and the climate b#itia was strongest in pattern 2 (north-eastern
Brazil) and was previously investigated by manyeststs. The results found for pattern 2 are
consistent with many other studies. Walker (192Baaly noted that the rainfall variability in north
eastern Brazil is generally related to El Nifio. tdasath and Heller (1977) also found a relationship
between drought in north-eastern Brazil and ENS@ther, Ropelewski and Halpert (1986) stated
that this region had a very consistent ENSO-pre&tipin relationship. As visible in Figure 5.8, ther
was less rainfall in north-eastern Brazil duringNifio years. The reason for this effect is mainhigtt

the usually low pressure over the southern Paiciftel Nifio years becomes a high pressure system in
the southern Atlantic (Hastenrath and Heller, 197Ih)e high pressure in the southern Atlantic
prevents rainfall, because of the subsidence oéitheasses and the reduction of the moisture obnte
in the air (Chu, 1991). Thus, the formation of csus reduced and more global radiation reaches the
surface. However, droughts also occurred in thesrad®s of El Nifio years and other circulation
mechanisms such as movements of low and high peesseas and changing wind patterns might
explain climatic variations in north-eastern Brg@hu, 1991).

Pattern 3 suggested more precipitation and cloudsg El Nifio years. The study of Ropelewski and
Halpert (1986) indicated that the relationship kestw rainfall and ENSO was very consistent and that
there was a clear tendency for enhanced preciitatiuring ElI Nifio phases. The increased
precipitation in southern Brazil during El Nifio rhigbe related to the strong subtropical westerlies
that occur during El Nifio events (Arkin, 1982). Sheenhanced westerlies are in turn activated by the
south-southeastward oriented convergence zone.

It is difficult to find results and explanation®in previous studies that would correspond to pader
mainly because this pattern is over the ocean. Suelas have only become part of climatic
investigation since the advent of globally applieatmumerical weather models or satellite data durin
the last decades. Papadimas et al. (2010) sttickesgpatio-temporal variability and co-variabilif

the downward solar radiation at the Earth’s surfatey used factor analysis by grouping time-series
that are highly correlated, in a smaller numbene# artificial time-series (called factors). Thasgas



60 Spatio-temporal homogeneity of global radiatibmatology

with common characteristics of solar radiation &hility could be found and teleconnection patterns
revealed. The factors resulting from that particstady are summarized in Figure 5.14.
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Figure 5.14: Regions with common characteristics afolar radiation variability

Result of factor analysis conducted by Papadimas €2010)

In Figure 5.14, factor 7 corresponds to patterRPapadimas et al. (2010) didn’t find a direct link t
ENSO, but they pointed out that factor 7 might Bel&ned by common pressure and cloudiness
conditions. This deficiency could explain that iable 5.4 only significant pairwise correlation the
cloud index and global radiation have been found rilene for precipitation and temperature. In
contrast to all other patterns El Nifio years tenttetiave more clouds but less precipitation at the
same time for this pattern. Since it is difficudtfind climatological explanations for this pattetrs
likely that the relationship of global radiationdacloud index with ENSO was by chance.

Ropelewski and Halpert (1986) found that in south&drica (pattern 5) dry conditions were related to
positive ENSO phases. They explained that ENSO agasciated with an equatorward shift of the
innertropical convergence zone and thus a displanewnf clouds and precipitation off from pattern 5.
However, according to Nicholson (1983), droughtse@stern Africa are not necessarily related to
ENSO and often persist for several years and egeades.

For pattern 6 Ropelewski and Halpert (1986) fourrélationship between ENSO and precipitation.
However, they also stated that for some particykars the direction of the ENSO-precipitation
relationship was changed. As visible from Table thé& pairwise differences for precipitation were
only significant between the negative and posifiiase. However, cloud index and global radiation
differed significantly.

Over Europe no significant correlation (on the 9&¥#el) was found. However, several authors have
studied the impact of ENSO on the climate in Eurapd climatic teleconnections with ENSO have
been detected (Van Oldenborgh et al., 2000, KermyahHegerl, 2010). Mariotti et al. (2002) found
significant correlations between rainfall and thed8.4 index (which includes the sea surface
temperature anomalies) for the European Meditearaegion. In central and eastern Europe the
correlation was found to be negative in autumn poslitive in winter and spring. In western Europe
and the Mediterranean region they stated a pogitiveslation in autumn and a negative correlation i
spring. Their results are summarized in Figure 5.15
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Figure 5.15: Investigations done by Mariotti et al(2002)

Correlation between rainfall and the Nino3.4 index

By comparing the correlation in autumn to our datien in Figure 5.6 (where also the months
September to November are presented), it is visitdethe results are very similar. Both suggest th
there are more rain and clouds over Spain in EbN#Ears.

In summary, the typical patterns of ENSO vyield alkgar patterns in the satellite-based climatendeco

about cloudiness and global radiation derived fiddFG satellites. They are consistent with results
from previous studies that look at temperature redipitation. More patterns could be detected with
the satellite data since it covers regions with loaverage of ground-based meteorological
measurements. For the regions in South AmericaSandh Africa the physical background of these
patterns appeared to be sound and compatible wathqus explanations (Hurrell, 2011). However, in
other regions the relation between ENSO and thenlyidg climatic processes was less clear.

5.3 North Atlantic oscillation

5.3.1 Methods

For the NAO, only a positive and a negative phaseewdistinguished. The allocation was done
according to Hurrell (2011). In the following ansés, a monthly as well as a winter based NAO
Index was used. The monthly index of the NAO isdlasn the difference of the normalized sea level
pressures between Ponta Delgada (Azores) and Shgkiu/Reykjavik (Iceland), whereas the winter
index is based on the difference between LisbontyBal) and Stykkisholmu/Reykjavik (Iceland).
The value is an average of December (from the puswyear), January, February, and March (Hurrell,
2011).

Again, the correlation between the NAO Index andedsonalized global radiation, cloud index,
precipitation and temperature was calculated aadigmnificant correlations were plotted.
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Further, investigations in different specific Eueap countries have been conducted. Therefore, Spain
France, Italy, Ireland and southern Scandinaviaewesed and the absolute cloud index, global
radiation, precipitation and temperature were dated in winter. The described values are the
average over all pixels in each particular coureiyd over all positive or negative winters,
respectively. Positive and negative winters atedisn Table 5.6.

Positive winters ~ Negative winters

1983 1994 1985
1984 1995 1987
1986 1998 1996
1988 1999 1997
1989 2000 2001
1990 2002 2004
1991 2003

1992 2005

1993

Table 5.6: Positive and negative NAO winters

5.3.2 Results

In contrast to ENSO, the NAO has much more infleeoo the European climate, because the
oscillation consists of a dipole of pressure andgsain the north Atlantic that is associated with
changes in the surface westerlies onto Europe. Astioned above, the NAO is most distinct in
winter months. In Figure 5.16, the mean deseasmethlilobal radiation and cloud index are presented
in a positive and negative NAO winter. It is webtdctable that the global radiation was increased
over the Iberian Peninsula, France and Italy amdedsed over Great Britain, Scandinavia and eastern
Europe during the positive winter. During the négatvinter, the opposite was observable, but with
important exceptions. For instance, only over Genyn#&oland and in the southwest of Scandinavia
increased global radiation was seen.

Additionally to the influence of the NAO onto Eumpalso opposite patterns during the positive and
negative phase over South America were identitisghecially in the south of Brazil, decreased global
radiation seemed to go along with the positive prasd increased global radiation with the negative
phase. However, this relationship was quite loweemlly during the negative phase.

As expected, the cloud index showed opposite adioels to NAO compared to the global radiation.
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Figure 5.16: Deseasonalized SIS and deseasonaligddor a typical positive and negative NAO Event

a) Deseasonalized global radiation at a positiveON#&ent. b) Deseasonalized global radiation aigathee NAO event.
c) Deseasonalized cloud index at a positive NAQhew# Deseasonalized cloud index at a negative xént

In Figure 5.17, the correlation is plotted for egckel in the time period of 1983 to 2005 betwelea t
NAO Index and the global radiation or cloud indegspectively. Clear patterns were visible in
southern Europe: increased global radiation dupnogitive and decreased global radiation during
negative phases. The correlations over IrelandSarashdinavia were opposed to the correlations over
northern Europe. An interesting pattern could bensketween Ireland, England and Scandinavia.
While over the continents the correlation of thebgll radiation and the NAO was negative, a positive
correlation was detected at the eastern coastgihid.

Further, quite distinct patterns were found ovee tiorthern Atlantic. While the Azores were
characterized by an increased global radiationlessl clouds during the positive phase of the NAO,
the opposite correlation was detected more nortiisvaver the Atlantic. Over the other parts of the
visible disc of Meteosat, especially over Africalé@outh America, no correlations were found.
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b) Correlation Cl (des.) / NAO-Index
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Figure 5.17: Correlation of deseasonalized SIS ardkseasonalized Cl with NAO Index

a) Correlation between deseasonalized global iadiand NAO Index
b) Correlation between deseasonalized cloud inddX\AO Index
Only significant correlations are presented.

Figure 5.18 a) shows that in general Europe wasneaduring positive phases of the NAO. Only in
Spain there was no significant correlation. Iceland Greenland were on the other hand characterized
by a negative correlation between temperature aA® fhdex. As single variable, the temperature
seemed to be significantly influenced by the NA@moMorth Africa.

It is also noteworthy that the correlation of tlieenperature with the NAO exceeded the other three
discussed correlations.

The precipitation plot in Figure 5.18 b) is chaesited by a positive correlation over northern pero
and a negative correlation over south-western Eurdpe patterns of precipitation and of the cloud
index didn't agree everywhere. Especially over ¢wean in the north of Europe, the correlations
seemed to be inversely. This is in contrast to whatld be expected, namely a positive relation
between cloud index and precipitation.

During the positive NAO phase wet and warm weatiegurs in northern Europe and dry and cold
weather in southern Europe.
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a) Correlation temperature (des.) / NAC-Index b) Correlation precipitaion (des.) / NAC-Index
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Figure 5.18: Correlation of deseasonalized temperate and deseasonalized precipitation with NAO Index

a) Correlation between deseasonalized temperatar&AO Index
b) Correlation between deseasonalized precipita@hNAO Index
Only significant correlations are presented.

As the NAO is most pronounced in winter, Figurd9%displays the correlation only for winter
months (December to March). Here, also non-sigmificcorrelations are displayed. It must also be
noted that the correlations only in winter montrerevhigher (up to r = +0.6) compared to the ones
where all months were included.

Correlation SIS in winter (des.) / NAO-Index Correlation Cl in winter (des.) / NAO-Index
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Figure 5.19: Correlation of deseasonalized SIS ardkeseasonalized Cl with NAO Index in winter months

a) Correlation between deseasonalized global iadiand NAO Index
b) Correlation between deseasonalized cloud indebX\AO Index

In Table 5.7, the effects of positive and negatNAO winters for five selected countries are
described. All winters between 1983 and 2005 weseduand each winter was assigned either to a
positive or negative event. Three countries in Iseut Europe were taken and for northern Europe,
Ireland and southern Scandinavia were investigétechause they showed the most distinct patterns.
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NAO phase Cloud index Global Precipitation =~ Temperature
radiation
Spain Positive winters 0.25 124.88 Wim 1.91 mm/h 280.33 K
Negative winters  0.28 120.50 Wim 2.29 mm/h 279.97 K
France Positive winters 0.39 81.18 Wm  2.60 mm/h 278.34 K
Negative winters  0.41 78.53W/m  2.71 mm/h 277.99 K
Italy Positive winters ~ 0.33 98.08 Wfm  2.34 mm/h 276.74 K
Negative winters  0.36 93.35 Wim  2.94 mm/h 276.36 K
Ireland Positive winters 0.46 51.59 W/m  4.67 mm/h 279.56 K
Negative winters  0.45 51.58 Wim 4.24 mm/h 279.43 K
Southern Positive winters ~ 0.50 38.19 Wfm  3.15 mm/h 270.34 K
Scandinavia —Ge e Winters 0,50 3854 Wim _ 2.89 mm/h 270.18 K

Table 5.7: Absolute values of the four variables fgpositive and negative winters

Comparison of absolute cloud index, global radiatfrecipitation and temperature between posithereegative winters

In all three countries located in southern Eurdpe,cloud index was smaller and global radiatios wa

higher during winters with a positive NAO. In ccoedt, both variables over Ireland and southern
Scandinavia were insensitive to the phase of NAOx. the precipitation there is a pronounced
discrepancy between southern and northern Eurogreer@lly, there was more precipitation over the 3
southern countries during negative winters and mprecipitation over Ireland and southern

Scandinavia during positive NAO winters.

5.3.3 Discussion

It is firstly discussed whether it is possible tetett relationships between global radiation oudlo
index and the NAO by use of the CM SAF climate dazord. Because the NAO is located in the
north Atlantic, the visible disc of Meteosat is geally suited for the investigation. One excepti®n
North America that is also influenced by the NAQ bannot be investigated here. It is not surprising
that distinct patterns and relationships were fogpdcifically over Europe. These patterns were
further most pronounced during winter months, st aelationships and significant correlations were
found by investigating other seasons. It was aisible that the correlations were most pronounced i
the northern hemisphere, whereas in the southenispbere less significant relationships between the
NAO Index and weather patterns were found.

The remaining section of this discussion treatst#wnd research question for the NAO.

The physical patterns of the NAO have been widelestigated, among others by Hurrell (1995) or
by Wanner (2001). It is known that the NAO exertdoaninant influence on surface air temperatures,
storminess, precipitation, ocean heat content,roceiarents and sea ice cover (Hurrell et al., 2003)
While temperature variations can be associatedhtmges in the pressure systems, precipitation
variations are related to the shift and intensifica in the Atlantic storm activity. However, the
increased storm activity is again a consequencéhefstrengthened pressure anomalies. During
positive phases of the NAO, the pressure in thé&rgpizal Atlantic is higher than normal and ovee th
northern Atlantic lower than normal. Hence, the tedies are strengthened and bring relatively warm
air over Europe, especially in winters. At the satinee, the northerly winds over Greenland and
north-eastern Canada are enhanced and carry gofbiahwards which decreases the temperatures
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over the northwest Atlantic. Because the subtrépligh-pressure center is strengthened, the
clockwise wind that flows around this center isatronger and brings colder air to North Africalan
the Middle East (Hurrell et al., 2003, Hurrell avidnLoon, 1997). Thus, during positive NAO phases,
the temperature is increased over Europe and dmmteaver the north Atlantic and over northern
Africa.

The precipitation patterns reported in literatues e explained by the Atlantic storm activities.
During positive phases, the storms are shiftedheagtwards and there is an enhanced activity from
Newfoundland into northern Europe and a simultasBoweakened activity over southern Europe
(Rogers, 1997). At the same time, there are alserimbense and frequent storms in the vicinity of
Iceland and the Norwegian Sea (Serreze et al.,)1997

These relationships of temperature and of pretipitavith the NAO are well visible in Figure 5.18.
is also detectable, that the enhanced westerliag belatively warm air masses over almost whole
Europe whereas the storm tracks dominate in nortBarope and over Iceland.

It remains to discuss the patterns for global teahaand the cloud index. The cloud index is stigng
but not linearly related to the precipitation. lengral, regions with enhanced storm activities in
positive phases were characterized by more rainthod a higher cloudiness (and lower global
radiation) and inversely. This was true for southBurope where less rain and less cloud cover was
observable during positive phases and for the néiantic and parts of Great Britain and
Scandinavia with more rain and a higher cloud indéswever, this relationship was not clear over
the ocean between the British islands and Scanidirzand between Great Britain and Iceland. In these
regions, there is a negative correlation betweemtipitation and cloud index. Even by considering
only winter months, the negative correlation reredifFigure 5.19). As this negative correlation only
occurred over the ocean, there are no other stadiband that would help explaining the result. In
order to investigate the reasons for this behaviounore detail, precipitation and cloud index were
plotted in a strong positive and negative NAO \&&gure 5.20).

a) Deseasonalized precipitation in a positive winter (89) b) D 1alized precipitation in a negative winter (98)
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Figure 5.20: Deseasonalized precipitation and clouiddex in a positive (89) and negative (96) NAO yea

a) Deseasonalized precipitation in a positive Nyg@r. b) Deseasonalized precipitation in a negNi&® year.
c) Deseasonalized cloud index in a positive NAOrydaDeseasonalized cloud index in a negative N&@r.
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It is observable that during the positive phaséN8fO during winter precipitation as well as cloud
index were higher than normal over large areaahern Europe with single exceptions. The pattern
in the negative phase of NAO during winter was more interesting. There was, as expected, less
precipitation than normal; but in contrast, theudoindex was still relatively high. Only in the
southwest of Scandinavia, the cloud index was sm#llan normal. In the south of Great Britain and
in the west of Ireland neither a positive nor aateg trend was visible. Exactly in these regiams,
positive correlation between the cloud index andNikdex was observed (compare to Figure 5.17).
Thus, during the positive phase of NAO in winteg thoud index and precipitation were both higher
than normal, but during the negative phase of NAOwinter, only precipitation was decreased
without a simultaneously decrease of the cloudingsse conclusion of this pattern is that there was
high cloudiness in the negative phase of NAO intarinbut the clouds didn’t bring more precipitation
There are no other studies to compare this restlit Wwecause no one has investigated the behaviour
of the global radiation over this specific regi@hiacchio and Wild (2010) studied the effect of the
NAO on downward surface shortwave radiation (DSWG&BA stations but not over the ocean.
Further investigation is necessary to approveghitern and to find physical explanations.

It is also visible in Figure 5.20 that the cloudéx between Great Britain and Scandinavia was xact
inverse to what was expected, in the positive dsagdn the negative winter. It was decreasedrapri
the positive phase of NAO in winter and increasednd) the negative phase.

In the following, the results of similar studiesatiscussed and compared to our results. The most
similar study is the one conducted by Chiacchio &viidd (2010). As already mentioned, they
investigated the relation between the downwardaserfshortwave radiation, measured by GEBA
stations, and the NAO Index. They found statistycsignificant and high correlations (up to 0.68) i
southern Europe for the period between 1970 an@.280nore detailed overview of their correlation
analysis is given in Figure 5.21.

Winter

. ® o . (filled: significant at 95%)

(unfilled: not significant at 95%)
(-0.7510 -1.00) (-0.50t0 -0.75) (-0.2510-0.50) (0.00 to -0.25) (0.00to 0.25) (0.2510 0.50) (0.50t0 0.75) (0.75to 1.00)
Figure 5.21: Correlation between surface solar radition and NAO Index
Map of correlation coefficients displayed for eade in winter (DJF) between the surface solaratath and the North
Atlantic Oscillation (NAO) Index during 1972000. Magnitudes and their signs of correlation giecles for positive and

green circles for negative values) are computeghificant correlation coefficients at the 95% cadefice level are filled
circles, and non significant correlation coeffideare unfilled circles (Chiacchio and Wild, 2010).

These correlations correspond very well to the doesd in Figure 5.19. The highest correlations
between temperature and NAO Index were also aroutd
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In Figure 5.18, increased temperatures over Euemgkedecreased temperatures over the northwest
Atlantic were found. This is consistent with theuks of Hurrell (1995). He also stated that since
1980 warm winters in Europe and cold conditionshi@ northwest Atlantic were observable. At the
same time, the NAO was mainly in the positive phdseng winters (Hurrell, 1995). Hurrell (1995)
suggested that these temperature conditions amgdgrrelated to the NAO Index.

These explanations show that the patterns foutlisrstudy correspond quite well to the resultsnfro
similar studies and can well be explained.

5.4 Pacific/North American oscillation

5.4.1 Methods

The PNA Index was taken from NOAA (Climate PredintiCenter Internet Team, 2011). The
analyses were done on the basis of monthly indéa@sthe first analysis, where one extreme positive
and one extreme negative PNA event were companednbnths from December to February were
taken because the PNA pattern is most expansmunier.

Although the PNA is located in the northern Padiicd does not have a great influence on the weather
in Europe and Africa, a short overview of the foyatterns is given. The analyses are less detailed
than for ENSO and the NAO.

5.4.2 Results

As for the other two oscillations, the deseasoedliglobal radiation and the deseasonalized cloud
index are plotted in an extreme positive (2003) artteme negative (1989) PNA winter (Figure
5.22). Winter months were taken, because then M, Bimilar to the NAO, is most pronounced.
Differences between the two years were detectatdéfarent locations of the visible disc. Even ove
Europe, global radiation and cloud index behavaersely during the positive and negative PNA
phase. Further, over the western Atlantic and @arth America, patterns were found. Over Africa,
the relation was less clear.
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Figure 5.22: Deseasonalized SIS and deseasonaligddor a typical positive and negative PNA Event

a) Deseasonalized global radiation at a positivé Bient. b) Deseasonalized global radiation atgatiee PNA event.
c) Deseasonalized cloud index at a positive PNAew) Deseasonalized cloud index at a negative Bkt

In Figure 5.23, the significant correlation ovee ththole time period between the PNA Index and the
deseasonalized global radiation as well as theadesalized cloud index is plotted.
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a) Correlation SIS (des)  PNA-Index b) Correlation Cl (des) / PNA-Index
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Figure 5.23: Correlation of deseasonalized SIS ardbseasonalized Cl with PNA Index

a) Correlation between deseasonalized global iadiand PNA Index
b) Correlation between deseasonalized cloud indebXPaNA Index
Only significant correlations are presented.

It can be seen that the PNA has much less influendée visible disc of Meteosat than the other two
oscillations. However, in the southeast of Branilthe northern and southern Atlantic similar paise
as for the ENSO were found.

a) Correlation temperature (des.) / PNA-Index b) Correlation precipitaion (des.) / PNA-Index
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Figure 5.24: Correlation of deseasonalized temperate and deseasonalized precipitation with PNA Index

a) Correlation between deseasonalized temperatgr® A Index
b) Correlation between deseasonalized precipitai@hPNA Index
Only significant correlations are presented.

The correlation between the deseasonalized pratigoit and the PNA Index (Figure 5.24) was very
similar to the cloud index plot. In contrast, tleenperature showed more distinct patterns, espgciall
over the Atlantic between 0-20°N and between 40N60°
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5.4.3 Discussion

Within the visible disc of Meteosat only few patiethave been detected. As the PNA is located over
the northern Pacific, it is not surprising that feignificant correlations were found. The PNA affec
the weather mostly in western Canada, in the wedthrited States, and the in south-central and
south-eastern U.S (Climate Prediction Center Iiefieam, 2011).

Several studies have been conducted in order esiigate the influence of the PNA on the weather in
North America (e.g. Feng et al., 2011). To my besiwledge, over Europe, Africa and the Atlantic
little is known concerning the relation between #I8A and weather conditions. However, in the
south of Brazil and at few locations over the Atignsignificant correlations between the PNA Index
and the global radiation or cloud index were detgdh this study. Reason for these patterns ifirike
between PNA and ENSO (Kiladis and Mo, 1998). Moractly, the PNA is related to changes in the
tropical Pacific sea surface temperatures assaolcigitts ENSO. Hence, convection in the tropics also
influences higher latitudes. According to KiladizdaMo (1998) the PNA pattern can be seen as the
extra tropical arm of ENSO. This is confirmed b fiatterns found in this study. The same patterns
over the north Atlantic, the south Atlantic andlie south of Brazil were found for ENSO and PNA.
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6 Conclusion

This chapter summarizes the most important findiofghis master thesis and gives an outlook
motivating further scientific investigations in tfield.

The thesis consisted of two parts, namely the h@meity analysis and a climate analysis.

6.1 Homogeneity analysis

By use of the SNHT several temporal inhomogeneitiese found throughout the CM SAF climate
data record of global radiation. Especially overiégd inhomogeneities were detected. Problematic
regions also occurred in the high latitudes. Overoge, the Sahara and over the oceans, only few
pixels were subject to breaks.

A new spatial homogeneity test was then developatlibcludes the information of spatially adjacent
pixels and tests the homogeneity of a region inlstdasingle pixels. The results were similar to the
ones of the SNHT. However, the influence of a briealt single pixel was reduced and only breaks
that were significant over a large region were det: The adjustment of the significance level by u
of the Bonferroni-correction allowed to extract thgortant breaks. The spatial test developed withi
this study should be generally applicable for hoemsgity analysis of gridded data sets.

It was decided to not homogenize the climate datand because the breaks couldn’t be allocated to
satellite replacements and the breaks did nottadfanatic trends in the data set.

There are two issues that need further investigafitiis is on the one hand the enhancement of the
spatial test and on the other hand a careful ifgeggin about typical characteristics of sateltitada
and requests on reference data.

Three key issues and research questions arosetfi@mpresent study that need further investigation.
Firstly, how should a spatio-temporal data set d&madgenized once a discontinuous pattern of breaks
has been found by the newly developed spatial ®stdndly, what are the next steps needed to
enhance the spatial test? Thirdly, how can unceiési and potential discontinuities in the refeeenc
data be treated more appropriately?

Follow-up research is needed in order find out howeal with the breaks detected by the spatial tes
developed within this thesis. The distinct regiopatterns revealed by the homogeneity analysi$ is o
great value when revising the CM SAF climate dateord of global radiation. It has to be kept in
mind that the breaks found here are likely not tluesatellite changes, so they must have been
introduced by the heliosat algorithm that was usedlerive the data record from the raw and
uncalibrated satellite data. In comparison to asital ground station time series (which cannatebe
measured) the CM SAF climate data record can lgenerated with an improved algorithm based on
the detective work carried out as part of this igheStill, for breaks that cannot be traced back to
algorithm deficiencies a method needs to be deeeldpr how to correct the discontinuous spatial
field of such breaks. It should for instance bel@ai@d if only patches with significant breaks shal
corrected and neighboring patches are then kemtuohed. A strategy may further be chosen to
correct inhomogeneities grouped by climatologicaliyilar regions like land/oceans or by bioclimatic
gradients (like tropical, temperate, boreal, miaugj continental). The latter strategy is suppolted
the results of this thesis which demonstrate amiggrecy of breaks from the underlying surface types
and/or geographic region.

Extensions of the existing spatial test could pgwgsimprove its effectiveness. In the following,
several extensions are proposed.
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In this thesis, model 2 (see 4.2.3) was used, Bec#tuestimated the height of the break most
appropriately and it detected breaks with low magtés. However, other criteria not investigated
here might also be important. So far, we know #wth model has been successful when employed
with simulated data using the same model. All oiteses have not yet been tested. Therefore, the
robustness of a model with data coming from a diffie model could serve as a criterion. Table 6.1
shows which combinations have been tested infieisis and the ones that were not investigated (with
guestion mark). For instance, the model that wevkB with simulation data from most of the other
models could be chosen as the most reliable one.

Simulation

Model 1 Model 2 Model 3 SNHT

Model 1 Good ? ? ?
° Model 2 ? Good ? ?
3 Model 3 ? ? Good ?

SNHT ? ? ? Good

Table 6.1: Robustness under different models

The cases in the diagonal have been investigatisithesis; it remains to examine the other comidons in a next step.

Another option would be to vary the number of sgatind temporal neighbors. In this thesis, the
combination of 4 spatial and 2 temporal neighboes wsed. However, it is very likely that other
combinations are more appropriate. The number ighbers of course depends on the characteristics
of the respective data set.

In the existing spatial test the height of the kreas parameterized lay(by a scalar) for every pixel.
However, a priori knowledge might indicate that gsopixels in the region are free of breaks. For
instance, our analysis has demonstrated that thakkpattern might be restricted to land or ocean
areas depending on the chosen region. Therefaregtar with 0 and 1 could be inserted in order to
ensure that for pixels without a breals set to zero.

As a last example of possible extensions, modelscabntain more than one break could be developed.
As the CM SAF climate data record is based onréexet method that is carried out pixel wise and
therefore largely independent in time and spacejodel with for instance two breaks and three
different’s per pixel would probably be more appropriateslexpected that the parameters of the
precision matrix would change because they wouldaite to adjust anymore for a single mean value
in the time series.

Reference data sets should be investigated in deied before carrying out the homogeneity test. Fo
instance, the ERA-Interim could be used as referdnccombination with ground stations where
available. This was not possible within the currgnidy as the time series of the GEBA-stations that
cover the full time period of the satellite datasetve not yet been homogenized (personal
communication from Arturo Sanchez, 04.07.2011). Ewsv, upon availability, GEBA data could
serve as reference in order to guarantee the igfatfithe ERA-Interim model-based data. In additio

it could be investigated whether the spatial patt@f breaks in both the satellite and the modsttda
data have different characteristics in dependeficidace type, climatic region or satellite viegiin
geometry.
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Finally, it would be important to apply the spaties$t to other data sets in order to evaluateeiteral
applicability to spatio-temporal data. In genegedl,data sets that are gridded and potentially aiant
breaks can be investigated as long as correspomdfagence series are available. For instance, the
ERA-40 and ERA-Interim could be tested against eshbr in order to adjust ERA-40 towards ERA-
Interim.

6.2 Climate analysis

A climate analysis was conducted with the CM SAimate data record. Significant correlations and
patterns between three large scale climate vaitialphenomena and global radiation or cloud index
have been detected. The relation of global radiaitoENSO, NAO and PNA over the whole visible
disc of Meteosat is especially interesting as & i@t been investigated before.

Significant positive correlations between the ENB@ex and global radiation were found in the
northeast of Brazil and in southern Africa. Negatoorrelations were found in the Atlantic between
20°N and 40°N and between 10°S and 30°S, in théhsast of Brazil, in North Africa and in the
Middle East. Six spatial patterns were identifielene the difference between the negative and
positive ENSO phase was significant. Over Europesigmificant correlations were found. The
correlations and patterns found for ENSO were e With results from earlier studies. However,
there were few important exceptions. For instams@r the southern Atlantic there was a positive
correlation between the ENSO Index and cloud inbeka negative correlation between ENSO Index
and precipitation.

The correlation between NAO and global radiatiors yasitive over northern Europe and negative
over parts of Ireland, Great Britain and ScandiaaVWhile the temperature had a positive correlation
with the NAO over most parts of Europe, the glotaaliation was significantly positive at much less
locations. Also cloud index and precipitation shdwgartly different correlations with the NAO.
Especially, over the ocean between England anddBtaria and between England and Iceland cloud
index and precipitation showed opposed behaviomofe detailed inspection revealed that especially
in the negative NAO winter low precipitation andthé same time a high cloud index were found
whereas the positive NAO winter showed both, highecipitation and higher cloud index. Thus,
during the negative NAO winter precipitation wasmased without a simultaneously decrease of the
cloudiness.

The findings from the analysis of large scale \dlily phenomena were causally explained with
underlying climatological processes and they furtigree with similar studies based on precipitation
or temperature.

The analysis has demonstrated that the CM SAF tdimlata record is potentially suitable for a wide
range of climate analysis exercises. In this thesig few topics were examined. As the CM SAF data
record covers a large area and has a relatively tamporal and spatial resolution homogeneously
covering land and ocean areas with the same splatigity, it can serve for much more investigations
For instance, global dimming and brightening trendsld be investigated. As the time period of
global brightening began in the eighties, the datrd might be appropriate to monitor the present
brightening trends. Trend difference between raral urban areas, or maritime and continental areas,
could for instance be examined. Furthermore, it ldhcalso be interesting to study the effect of
volcanic eruptions (Pinatubo and El Chichon) on SAF data record of global radiation.

In addition, it is also important to advance thedenstanding of the interactions between the
greenhouse gas forcing, changes in temperatureglafiél radiation and the NAO (Hurrell et al.,
2003). The satellite data record could help to $tigate these interactions because it contains long
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term measurements of the global radiation and kbadcindex over exactly the region that is most
influenced by the NAO with a high spatial resolatio

These examples outline how the CM SAF climate datard of global radiation is of great value for
climate monitoring and climate analysis. Any metblodical improvements of the CM SAF climate
data record based on the results found by the hen&ity analysis in the first part of this thesidl wi
transfer into a more reliable future version oftHata set that in turn will increase its signffica in
climate research.
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9 Appendix

9.1 95% critical significance level for SNHT
201 9.553 226 9.628 251 9.702 276 9.752
202 9.556 227 9.631 252 9.704 277 9.754
203 9.559 228 9.634 253 9.706 278 9.756
204 9.562 229 9.637 254 9.708 279 9.758
205 9.565 230 9.64 255 9.71 280 9.76
206 9.568 231 9.643 256 9.712 281 9.762
207 9.571 232 9.646 257 9.714 282 9.764
208 9.574 233 9.649 258 9.716 283 9.766
209 9.577 234 9.652 259 9.718 284 9.768
210 9.58 235 9.655 260 9.72 285 9.77
211 9.583 236 9.658 261 9.722 286 9.772
212 9.586 237 9.661 262 9.724 287 9.774
213 9.589 238 9.664 263 9.726 288 9.776
214 9.592 239 9.667 264 9.728 289 9.778
215 9.595 240 9.67 265 9.73 290 9.78
216 9.598 241 9.673 266 9.732 291 9.782
217 9.601 242 9.676 267 9.734 292 9.784
218 9.604 243 9.679 268 9.736 293 9.786
219 9.607 244 9.682 269 9.738 294 9.788
220 9.61 245 9.685 270 9.74 295 9.79
221 9.613 246 9.688 271 9.742 296 9.792
222 9.616 247 9.691 272 9.744 297 9.794
223 9.619 248 9.694 273 9.746 298 9.796
224 9.622 249 9.697 274 9.748 299 9.798
225 9.625 250 9.7 275 9.75 300 9.8

9.2

R-Code for the SNHT

f.alexshift2 <- function  (dgseries,conf.level=0.95,alex.crit.val=alex95krit,
min.seg.length=12)

##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##

DESCRI PTI ON: standard nornmal honbgeneity test for shift devel oped by
Al exander sson

HO: Z(i) Element N(O, 1)

HA: Z(i) El enment N(nul, signm)
Z(i) Element N(mu2, signm)

The standard deviation of the two parts of Q series (before and after
the break are considered to be the

same but are not equal to 1. This is due to the change of nean.

Di fference or quotient series (dgseries) is standardized (testz)

and test quantity (testz5)is calculated. The cal culation of the test
val ue is made according to Anders Moberg (Tenperature Variations

in Sweden

Since the 18th Century, Paper B, APPENDI X 4, S. 1V, 1996.)

MOBERG, A., 1996: Tenperature variations in Sweden since

the 18th century.

Doctoral Dissertation 1996 no 5, Departnent of Physical Geography,
St ockhol m Uni versity.

ARGUMENTS

Requi red: dgseries: di fference series
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## conf.level: confidenze level for test (0.9 or 0.95)
## alex.crit.val: vector of critical values for different n
## m n.seg.length: if date of break within mn.seg.!length,
## a flag (probably edge problen) is set
#it
e I e
## VALUE: vector containing minstelle, test value, inhonog and critval
## maxal ex: nunber of the last value of the first segnent
##t maxt est al ex: test val ue of Al exandersson test
## i nhonog: logical (T,F), depending on significance of test val ue
##t alex.crit.val: critical Al ex-test val ue
##t edge. probl: logical (T,F), depending on mn.seg.length
e e e
## other functions needed:
e I e
## DETAILS:
e I e
## Author: W Bosshard und M Baudenbacher (SMA/ E/ KLS), adapted for NORWRO
##t by Marianne G roud and M chael Begert (NORWBO)
## Modi fied for ENSEMBLES 4. 11.2005, M Begert
nm<- length (dgseries)

## There are no critical values for |less than 10 val ues
if (nm<10){
stop ( “critical values for less than 10 input values not defined" )

## normal i zati on of g-qdqgseries

testz <- (dgseries - mean(dgseries))/(( var (dgseries))*0.5)

## cal cul ation of testval ue

testz3 <- cumsunm(testz[1: length (testz)])
testz4 <- sum(testz) - testz3
testz5 <- (-2)* length (testz)*
log (sqrt (( length (testz)-1-(testz3[1: length (testz)]"2/ c(1: length (testz))
+ testz4[1: length (testz)]"2/ c(length (testz):1)))/ length (testz)))-1
maxtestalex <- max(testz5, na.rm =T)
# position of change point
maxalex <- (1: length (testz5))[testz5 == maxtestalex]
edge.probl <-
if (maxtestalex > alex.crit.val[nm]){
inhomog <- T
if ((maxalex >= min.seg.length) & ((nm-maxalex) >= min .seg.length)){
edge.probl <- F
} else {
edge.probl <- T
}
}  else {
inhomog <- F
}
return (list (maxalex=maxalex,maxtestalex=maxtestalex,krit.val=i nhomog,alex.c

rit.val[nm],edge.probl=edge.probl))
}
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9.3 R-Code for Spatial Test

9.3.1 Model 1

Precision matrix

fun.matQ.mod1 <- function  (b,k,f,rown,coln,n,m){

#n nunber of pixels: n <- rown*coln

#m nunber of points in tine

#b,f paraneters of spatial and tenporal precision matrix
#k paraneter of precision matrix

matB <- matrix (0, nrow =coln*rown, ncol =rown*coln) # Matrix B

# vectorized version
rxc <- rown*coln

# 1D kernel of 4 spatial corner points centered at position O
krow <-  rep (c(-1,0,0,1),times=rxc)
kcol <- rep (¢(0,-1,1,0),times=rxc)

# 1D i ndex of rows and col umms
irow <- rep (rep (seq(1l:rown),times=coln),each=4)
icol <- rep (rep ( seq (1:coln),each=rown),each=4)

rtmp <- irow + krow
ctmp <- icol + kcol

idx <-  which ((ctmp >=1) & (ctmp <= coln) & (rtmp >= 1) & (rtm p <=rown))

r2 <- irow[idx] + (icol[idx] - 1) * rown
c2 <- rtmp[idx] + (ctmp[idx] - 1) * rown

matB[r2 + (c2-1) *rxc] <- b

matC <- matrix (O,mm) # Matrix C for Kronecker product
# vectorized version

idx <-  seq(1:(m-1))

matCl[idx + idx*m] <- 1

matCl[idx + 1 + (idx-1)*m] <- 1

temp <- kronecker (diag.spam(m),-as.spam(matB)) -

kronecker (as.spam(matC),(diag.spam(n)*f)) #1 W%-B + C %% -f*| ### add
as. spam

diag (temp)<-1

return ( (temp)*c)

library  (spam)
source ("MA/spatialtest/prec.matrix/matQ.mod1.r" )

Spatial Test under HO

test.HO <-
function  (y,mul,b,c,f,rown,coln,n=coln*rown,m= nrow (y),Rstruct= NULL,...) {
f.b <- function  (b) {

0.49-(0.5/0.29)*b

if (! is (Rstruct, "spam.chol.NgPeyton" NA{
Q <- fun.matQ.mod1(b,c,f,rown,coln,n,m)
if  (lis.spam(Q))
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stop (™Covariance' should return a spam object.” )
Rstruct <- chol.spam(Q,...)
}
neg?2loglikelihood <- function  (fulltheta,...) {

if (fulltheta[n+3] < f.b(fulltheta[n+1])) {

resid <- c(t(y)-fulltheta[1:n])
Q <- fun.matQ.mod1(fulltheta[n+1],fulltheta[n +2],fulltheta[n+3],
rown,coln,n,m)
cholS <- update.spam.chol.NgPeyton(Rstruct,Q, o)

return (n*m* log 2* pi)-2*
c (determinant.spam.chol.NgPeyton(cholS)$modulus)+ sum( resid *(Q%*%(resid ))))
}
else {
return (1el0)
}
}

return (optim ( c(mul,b,c,f), neg2loglikelihood, method = "L-BFGS-B" ,
lower= c(rep (-5,n),1e-5,1e-5,1e-
5),upper=c(rep (25,n),0.29,1000,0.49,control= list (reltol=1e-4))))

Spatial Test under H1

test.Hl<- function (y,mul,a,tb,b,c,f,

rown,coln,n=coln*rown,m= nrow (y),Rstruct= NULL,...) {
f.b <- function  (b) {
0.49-(0.5/0.29)*b
}
if (! is (Rstruct, "spam.chol.NgPeyton" NA{

Q <- fun.matQ.mod1(b,c,f,rown,coln,n,m)
if (lis.spam(Q))
stop ("Covariance' should return a spam object.” )
Rstruct <- chol.spam(Q,...)

}

neg2loglikelihood <- function  (fulltheta,...) {
if (fulltheta[n+3] < f.b(fulltheta[n+1])) {
residl <- t (y[1:tb,])-fulltheta[1:n]
mu2 <- fulltheta[1:n]+fulltheta[(n+4)]
resid2 <- t (y[(tb+1):m,])-mu2
resid <- c(cbhind (residl,resid2))
Q <- fun.matQ.mod1(fulltheta[n+1],fulltheta[n +2], fulltheta[n+3],
rown,coln,n,m)
cholS <- update.spam.chol.NgPeyton(Rstruct,Q, o)

return (n*m* log 2* pi)-2*
c (determinant.spam.chol.NgPeyton(cholS)$modulus)+ sum( resid *(Q%*%( resid ))))

}
else {
return (1el0)
}
}

return (optim (c(mul,b,c,f,a), neg2loglikelihood, method = "L-BFGS-B" ,
lower= c(rep (-1,n),1e-5,1,1e-5,-
2),upper=c(rep (25,n),0.29,1000,0.49,2,control= list (reltol=1e-4))))
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Data Simulation

sim.data <- function  (mu0,b,c,f,rown,coln,m

# m
mu <-

nunber of points in tine
rep (muO,m)

) {

Q <- fun.matQ.mod1(b,c,f,rown,coln,n=rown*coln,
( t(array (rmvnorm.prec(l,mu=mu,Q=Q,...),

return

}

9.3.2 Model 2
Precision matrix

fun.matQ.mod2 <- function  (b,c,f,rown,coln,n,m){
#n nunber of pixels: n <- rown*coln
#m nunber of points in tinme

#b, f parameters of spatial

#c paraneter of precision matrix

matB <-
for (i in

matrix (0, nrow =n, ncol =n) # Mat
(rown+1):n) {

matB[(i-rown),i] <- b
matBl[i,(i-rown)] <- b

for (i in

matB[(i-1),

2:n){

i]<-b

matB]i,(i-1)] <- b

for (i in

1:(coln-1)) {

matB[(i*rown+1),(i*rown)] <- 0
matB][(i*rown),(i*rown+1)] <- 0

}

matC <-
for (i in

matrix (O,om,m) # Matrix C for
1:(m-1)) {

matCli,i+1] <- 1
matC[i+1,i] <- 1

}

temp <-
kronecker
as. spam

and tenporal

rix B

Kr onecker

kronecker (diag.spam(m),-as.spam(matB)) -

(as.spam(matC),(diag.spam(n)*f))

diag (temp) <- diff (temp@rowpointers)

return ( (temp)*c)

Spatial Test under HO

test.HO <-
function
f.b <-

(y,mul,b,c,f,rown,coln,n=coln*rown,m=
function  (b) {

# |

nrow (y),Rstruct=

-2.110491*(b"4)+4.975194*(b"3)-4.548725*(b"2)+0

it

if

is (Rstruct, "spam.chol.NgPeyton" NA{
Q <- fun.matQ.mod2(b,c,f,rown,coln,n,m)

(lis.spam(Q))

stop (™Covariance' should return a spam object.”
Rstruct <- chol.spam(Q,...)

}

m)
¢ (rown*coln,m))))

precision matrix

pr oduct

W% -B + C W% -f*I

.642487*b + 1.94

### add

NULL,...) {
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neg2loglikelihood <- function  (fulltheta,...) {
if (fulltheta[n+3] < f.b(fulltheta[n+1])) {
resid <- c(t(y)-fulltheta[1:n])
Q <- fun.matQ.mod2(fulltheta[n+1],fulltheta[ n+2],fulltheta[n+3],
rown,coln,n,m)
cholS <- update.spam.chol.NgPeyton(Rstruct,Q, o)

return (n*m* log (2* pi)-2*
c (determinant.spam.chol.NgPeyton(cholS)$modulus)+ sum( resid *(Q%*%(resid ))))

}

else {
resid <-  c(t (y)-fulltheta[1:n])
bb <- seq(0,1.29, by=0.01)
ff <- f.b(bb)
dd <- rep ( NA length (bb))

for (i in 1: length (bb)){
dd[i] <- dist (rbind ( c(fulltheta[n+1],fulltheta[n+3]),
C(bb[}i],ff[i])))

i <- which.min (dd)
Q <- fun.matQ.mod2(bblii],fulltheta[n+2],ff [ii],rown,coln,n,m)
cholS <- update.spam.chol.NgPeyton(Rstruct, Q.,...)
ri<-n*m=* log 2* pi)-2*
c (determinant.spam.chol.NgPeyton(cholS)$modulus) + sum( resid *(Q%*%(resid )))
return ((dd[ii]*10)+r1)
}
}
return (optim ( c(mul,b,c,f), neg2loglikelihood, method = "L-BFGS-B"
Jlower= c(rep (-1,n),1e-5,1e-5,1e5),upper= c(rep (5,n),1.29,1000,1.9)))
}

Spatial Test under H1

test.H1 <- function  (y,mul,a,tb,b,c.f,rown,coln, n=coln*rown, m= nrow (y),
Rstruct=" NULL,...) {

f.b <- function  (b) {

-2.110491*(b"4)+4.975194*(b"3)-4.548725*(b"2)+0 .642487*b + 1.94

}

if (! is (Rstruct, "spam.chol.NgPeyton" ) {

Q <- fun.matQ.mod2(b,c,f,rown,coln,n,m)

if (lis.spam(Q))

stop ("Covariance' should return a spam object.” )
Rstruct <- chol.spam(Q,...)

}

neg?2loglikelihood <- function  (fulltheta,...) {
if (fulltheta[n+3] < f.b(fulltheta[n+1])) {

residl <- t (y[1:tb,])-fulltheta[1:n]
mu?2 <- fulltheta[1:n]+fulltheta[(n+4)]
resid2 <- t (y[(tb+1):m,])-mu2
resid <- c(chind (residl,resid2))
Q <- fun.matQ.mod2(fulltheta[n+1],fulltheta[n +2],fulltheta[n+3],
rown,coln,n,m)
cholS <- update.spam.chol.NgPeyton(Rstruct,Q, o)

return (n*m* log (2* pi)-2*
c (determinant.spam.chol.NgPeyton(cholS)$modulus) +
sum( resid *(Q%*%(resid ))))

}
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else {

residl <- t (y[1:tb,])-fulltheta[1:n]

mu?2 <- fulltheta[1:n]+fulltheta[(n+4)]

resid2 <- t (y[(tb+1):m,])-mu2
resid <- c(chind (residl,resid2))

bb <- seq(0,1.29, by=0.01)

ff <- f.b(bb)

dd <- rep ( NA length (bb))

for (i in 1: length (bb)){
dd[i] <- dist (rbind ( c(fulltheta[n+1],fulltheta[n+3]),

¢ (bbli],ff[i])))
i <- which.min (dd)
Q <- fun.matQ.mod2(bblii],fulltheta[n+2],ff [ii],rown,coln,n,m)
cholS <- update.spam.chol.NgPeyton(Rstruct, Q.,...)
rl<-n*m* log (2* pi)-2*

c (determinant.spam.chol.NgPeyton(cholS)$modulus) +
sum( resid *(Q%*%(resid )))
return  ((dd[ii]*10)+r1)

}
return (optim (c(mul,b,c,f,a), neg2loglikelihood, method = "L-BFGS-B"
Jlower= c(rep (-1,n),1e-5,1,1e-5,-2),upper= c(rep (5,n),1.29,1000,1.9,2)
,control=  list (maxit=200)))

}

Data Simulation

sim.data <- function  (mu0,b,c,f,rown,coln,m,...) {
# m nunber of tinepoints
mu <- rep (muO,m)
Q <- fun.matQ.mod2(b,c,f,rown,coln,n=rown*coln, m)
return ( t(array (rmvnorm.prec(1l,mu=mu,Q=Q,...), c(rown*coln,m))))

}

9.3.3 Model 3

Precision matrix

fun.matQ.mod3 <- function  (b,c,f,rown,coln,n,m){

#n nunber of pixels: n <- rown*coln

#m nunmber of points in tine

#b,f paraneters of spatial and tenporal precision matrix
#c paraneter of precision matrix

matB <- matrix (0, nrow =coln*rown, ncol =rown*coln) # Matrix B

# vectorized version
rxc <- rown*coln

# 1D kernel of 4 spatial corner points centered at position O
krow <-  rep (c(-1,0,0,1),times=rxc)
kcol <- rep (¢(0,-1,1,0),times=rxc)

# 1D i ndex of rows and col ums
irow <- rep (rep (seq(1l:rown),times=coln),each=4)
icol <- rep (rep ( seq (1:coln),each=rown),each=4)

rtmp <- irow + krow
ctmp <-icol + kcol
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idx <-  which ((ctmp >=1) & (ctmp <= coln) & (rtmp >= 1) & (rtm p <=rown))

r2 <- irow[idx] + (icol[idx] - 1) * rown
c2 <- rtmp[idx] + (ctmp[idx] - 1) * rown

matB[r2 + (c2-1) *rxc] <- b

matC <- matrix (O,m,m) # Matrix C for Kronecker product
# vectorized version

idx <-  seq(1:(m-1))

matCl[idx + idx*m] <- 1

matCl[idx + 1 + (idx-1)*m] <- 1

temp <- kronecker (diag.spam(m),-as.spam(matB))-

kronecker (as.spam(matC),(diag.spam(n)*f)) # 1 %% -B + C %W%-f*l it
add as. spam

tmp <- diff (temp@rowpointers)

temp@entries <-

temp@entries*tmp[  rep (1:(n*m),tmp)]*.5*tmp[temp@colindices]*.5

diag (temp) <-tmp

return ( (temp)*c)

return (optim (c(mul,b,c,f,a), neg2loglikelihood, method = "L-BFGS-B"
lower= c(rep (-1,n),1e-5,1,1e-5,-

2),upper=c(rep (25,n),0.29,1000,0.49,2,control= list (reltol=1e-4))))

}

Spatial Test under HO

test.HO <-
function  (y,mul,b,c,f,rown,coln,n=coln*rown,m= nrow (y),Rstruct= NULL,...) {
f.b <- function  (b) {
0.49-(0.5/0.29)*b
}
if (! is (Rstruct, "spam.chol.NgPeyton" ) {

Q <- fun.matQ.mod3(b,c,f,rown,coln,n,m)

if  (lis.spam(Q))

stop ("Covariance' should return a spam object.” )
Rstruct <- chol.spam(Q,...)

}

neg2loglikelihood <- function  (fulltheta,...) {
if (fulltheta[n+3] < f.b(fulltheta[n+1])) {
resid <- c(t(y)-fulltheta[1:n])
Q<-
fun.matQ.mod3(fulltheta[n+1],fulltheta[n+2],fullthe ta[n+3],rown,coln,n,m)
cholS <- update.spam.chol.NgPeyton(Rstruct,Q, )

return (n*m* log 2* pi)-2*
c (determinant.spam.chol.NgPeyton(cholS)$modulus)+ sum( resid *(Q%*%(resid ))))

else {
return (1el0)
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return (optim (c(mul,b,c,f), neg2loglikelihood, method = "L-BFGS-B" ,
lower= c(rep (-5,n),1e-5,1e-5,1e-

5),upper=c(rep (25,n),0.29,1000,0.49,control= list (reltol=1e-4))))

}

Spatial Test under H1

test.H1 <-
function  (y,mul,a,tb,b,c,f,rown,coln,n=coln*rown,m= nrow (y),Rstruct= NULL,...)
{

f.b <- function  (b) {

0.49-(0.5/0.29)*b

if (! is (Rstruct, "spam.chol.NgPeyton" ) {
Q <- fun.matQ.mod3(b,c,f,rown,coln,n,m)
if  (lis.spam(Q))
stop ("Covariance' should return a spam object.” )
Rstruct <- chol.spam(Q,...)

}

neg2loglikelihood <- function  (fulltheta,...) {
if (fulltheta[n+3] < f.b(fulltheta[n+1])) {
residl <- t (y[1:tb,])-fulltheta[1:n]
mu?2 <- fulltheta[1:n]+fulltheta[(n+4)]
resid2 <- t (y[(tb+1):m,])-mu2
resid <- c(chind (residl,resid2))
Q<-
fun.matQ.mod3(fulltheta[n+1],fulltheta[n+2],fullthe ta[n+3],rown,coln,n,m)
cholS <- update.spam.chol.NgPeyton(Rstruct,Q, )

return (n*m* log (2* pi)-2*
¢ (determinant.spam.chol.NgPeyton(cholS)$modulus)+ sum( resid *(Q%*%( resid ))))

}

else {
return (1el0)
}
}

return (optim ( c(mul,b,c,f,a), neg2loglikelihood, method = "L-BFGS-B" ,
lower= c(rep (-1,n),1e-5,1,1e-5,-
2),upper=c(rep (25,n),0.29,1000,0.49,2,control= list (reltol=1e-4))))
}

Data Simulation

sim.data <- function  (muO,b,c,f,rown,coln,m,...) {
# m nunber of tinepoints
mu <- rep (mu0O,m)
Q <- fun.matQ.mod3(b,c,f,rown,coln,n=rown*coln, m)
return ( t(array (rmvnorm.prec(1l,mu=mu,Q=Q,...), c(rown*coln,m))))
}

9.4 Climate analyses for ENSO

9.4.1 Pattern 1

Pattern 1 is located in the northern Atlantic. Fegg®.1 shows the differences of the cloud index,
global radiation, precipitation and temperatureneein the positive, neutral and negative phase of
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ENSO. Note that all variables are deseasonalizedexpected from Figure 5.7, cloud index and
precipitation were higher during El Nifio and lowring La Nifia while both global radiation and
temperature were low during negative phases of EBiSDhigh during positive phases.

Pattern 1: Differences between the positive, neutral and negative phases of ENSO
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Figure 9.1: Differences between positive, neutralral negative phases of ENSO for pattern 1

a) Differences of deseasonalized cloud index. ffeBinces of deseasonalized global radiation.
C) Differences of deseasonalized precipitation. djebénces of deseasonalized temperature.

Table 9.1 shows the means for each variable asasethe result of the ANOVA and the pairwise

comparisons.

All four variables had significant differences hretmean for the three phases. The significancelynain
occurred from the difference of the negative ptiagbe other two phases. El Nifio phases were for no
variable significantly different from the neutrdigses.

Pattern 1 Cloud Index Global Radiation Precipitation Temperature
Mean pos 0.01 0.99 1.08 -0.04

% Mean neut 0.0005 1.00 1.01 -0.07

= Mean neg -0.01 1.01 0.88 0.20
Global F value  10.389*** 14.98*** 26.933*** 7.0953*

© Pos/neut n.s. n.s. n.s. n.s.

£ 2 Posineg =

=l

o Neut/neg b n.s. *x ok

Table 9.1: Descriptives of pattern 1
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Npo=85, Nieu=130, Ne61, * p<.05, ** p<.01, *** p<.001

In addition, a specific time period with an extreEleNifio and an extreme La Nifia and a neutral year
were investigated. Here, absolute values were tak®ithe course of one year from June to May is
analyzed.

The differences of the three phases were not &adiss in the Figure above. However, it can lense
that the cloud index and precipitation were lowerimg La Nifia, especially during the strongest La
Nifia months from September to November the diffegeto the other two phases was quite
pronounced. The largest difference was found facipitation. In average, precipitation between
September and November amounted to 3.78 mm/h dthingeutral phase and 2.96 mm/h during La
Nifia, which is a reduction of 22.5%. Global radiatreaches higher values between September and
November during La Nifia but no deviation was visifdr temperature even during the strong phase
of La Nifa.

Pattern 1: Course of four variables in a positive, neutral and negative ENSO year

a) Course of Cloud Index and Precipitation b) Course of Global Radiation and Temperature
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Figure 9.2: Specific positive, neutral and negativE NSO year for pattern 1

a) Course of absolute cloud index and precipitaitica positive (97/98), neutral (96/97) and negati®8/89) ENSO year.
b) Course of absolute global radiation and tempeeah a positive (97/98), neutral (96/97) and nieg88/89) ENSO year.

These outcomes underline the results from the @eristests above: it is primarily the negative ggha
of ENSO that caused different weather conditionslevthe neutral and positive phase were quite
similar.

In summary, the region in pattern 1 was charaadrizy a high cloud index and a low global radiation
during El Nifio and a low cloud index and a highbglbradiation during La Nifia. The negative ENSO
was much more distinct than the positive.

9.4.2 Pattern 2

Pattern 2 is situated in the northeast of Brazil was characterized by a positive correlation betwe
global radiation and ENSO Index and a negativeetation between cloud index and ENSO Index.
There were fewer clouds and thus more radiatioohiag the earth’s surface during El Nifio phases
and the opposite happened during La Nifia phasés.cBh be seen in Figure 5.7 as well as in Figure
9.3. Also, precipitation and temperature behave@xqected; they corresponded well to the cloud
index and to the global radiation, respectively.
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Pattern 2: Differences between the positive, neutral and negative phases of ENSO

a) Differences of the Cloud Index b) Differences of the Global Radiation
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Figure 9.3: Differences between positive, neutralral negative phases of ENSO for pattern 2

a) Differences of deseasonalized cloud index. ffeBinces of deseasonalized global radiation.
C) Differences of deseasonalized precipitation. djebénces of deseasonalized temperature.

For all four variables significant differences wédoaind (Table 9.2). The means for each phase and
each variable as well as the results from the pséraomparison are listed too.

There was only a slightly significant difference mo difference between the neutral and negative
phase of ENSO. On the other hand, the positive epltgs Nifio) caused quite different weather
conditions compared to the neutral and negativeselia the region of pattern 2. These differences
were significant for all 4 variables.

Pattern 2 Cloud Index Global Radiation Precipitation Temperature
Mean pos -0.0156 1.0165 0.8811 0.179

(2]

§ Mean neut 0.0044 0.9968 1.0218 -0.0263

= Mean neg 0.0123 0.9838 1.1192 -0.1933
Global F value  23.625*** 30.22%** 34.287*** 52.946*
Poslneut *kk *kk *kk *kk

3 g

E 401’ POS/neg *k%k *kk *k%k *k%k

o Neut/neg n.s. n.s. * *

Table 9.2: Descriptives of pattern 2
Npos=85, Neu=130, Ne61, * p<.05, ** p<.01, *** p<.001

All four variables showed differences between tlsifive (97/98), neutral (96/97) and negative
(88/89) year (Figure 9.4). Both, cloud index anobgll radiation during the neutral phase, were aimos



Chapter 9 - Appendix 93

everywhere between the respective values of thativegand positive phase. Over the whole time
period, precipitation was 1.86 mm/h or 50.61 % bigtiuring La Nifia than during El Nifio. The cloud
index amounted 0.22 during El Nifio and 0.29 dutiagNifia, which was an increase of 32%. Great
differences were also found for global radiatidrwas on average 246.8 Winand 222.4 W/f for

El Nifio and La Nifia, respectively. This was a dasecof 10% for the La Nifia year in comparison
with the El Nifio year. The temperature was 1° Keligr 0.33%) lower in the La Nifia year compared
to the El Nifio year.

Pattern 2: Course of four variables in a positive, neutral and negative ENSO year

Course of Cloud Index and Precipitation b) Course of Global Radiation and Temperature
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Figure 9.4: Specific positive, neutral and negativE NSO year for pattern 2

a) Course of absolute cloud index and precipitaitica positive (97/98), neutral (96/97) and negati®8/89) ENSO year.
b) Course of absolute global radiation and tempeeah a positive (97/98), neutral (96/97) and niega(88/89) ENSO year.

Thus, the region in the north-eastern Brazil showay clear patterns for the three phases of ENSO.
Differences were identifiable for all four variableEspecially, global radiation is characterized by
very distinct anomalies in the years 97/98, 9648 &8/89.

9.4.3 Pattern 3

Pattern 3 corresponds to the region located inhseastern Brazil. As in pattern 1, this region was
characterized by low values of global radiation aigh values of the cloud index during El Nifio and
high values of global radiation and low valuestaf tloud index during La Nifia phases. A first gianc

at Figure 9.5 shows that cloud index, global raoiieas well as precipitation were different whereas
temperature didn’t seem to differ during the thpbases of ENSO.
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Pattern 3: Differences between the positive, neutral and negative phases of ENSO
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Figure 9.5: Differences between positive, neutralrel negative phases of ENSO for pattern 3

a) Differences of deseasonalized cloud index. ffeBEnces of deseasonalized global radiation.

C) Differences of deseasonalized precipitation. djebénces of deseasonalized temperature.

The differences are significant for the cloud indgbobal radiation and precipitation. Particularlye
pairwise test showed significant results for thféedeénce of the positive and negative phase.

Pattern 3 Cloud Index Global Radiation Precipitation Temperature
Mean pos 0.0119 0.9803 1.0575 0.0915

(2]

§ Mean neut -0.0022 1.006 1.0032 -0.0099

= “Mean neg 20,0119 1.0147 0.9129 20.1063
Global F value  19.752*** 20.162*** 19.044%* 3.2034
Pos/neut * rkk n.s. n.s.

3 g

T Pos/neg xkx fala xkx n.s.

o Neut/neg n.s. n.s. ok n.s.

Table 9.3: Descriptives of pattern 3
Npos=85, Nieum130, Nieg=61, * p<.05, ** p<.01, *** p<.001

By comparing again the three years, very similaults were obtained for the cloud index and

precipitation (Figure 9.6). Over the whole consadetime period the cloud index is in average 0.065
or 19% higher during El Nifio and 0.019 or 5.6% lowaring La Nifia year than in the neutral years.
The corresponding numbers for the precipitation srerease of 0.320 mm/h or 8% during EI Nifio

and decrease of 0.749 mm/h or 19% during La Nifia.
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The global radiation showed a very clear anomaly tfee La Nifia phase, especially between
September and December. Over the whole time petiiedglobal radiation was 1.929 Wiror 1 %
higher during El Nifio and 15.166 Wror 8% lower during La Nifia.

Pattern 3: Course of four variables in a positive, neutral and negative ENSQO year

a) Course of Cloud Index and Precipitation b) Course of Global Radiation and Temperature
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Figure 9.6: Specific positive, neutral and negativE NSO year for pattern 3

a) Course of absolute cloud index and precipitaitica positive (97/98), neutral (96/97) and negati®8/89) ENSO year.
b) Course of absolute global radiation and tempeeah a positive (97/98), neutral (96/97) and niega(88/89) ENSO year.

In general, there was a negative correlation betviee global radiation and the ENSO and a positive
correlation between the cloud index and the ENS@nificant differences for pattern 3 were obtained
for the cloud index, global radiation and precipita while no significant results were achieved for
temperature.

9.4.4 Pattern 5

The trends for pattern 5 which is located in southAfrica was again quite clear (Figure 9.7). Dgrin
El Nifio's less cloudiness and less precipitatiors velbservable; on the other hand more global
radiation reached the surface. Also the differeficésmperature were very remarkable.
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Pattern 5: Differences between the positive, neutral and negative phases of ENSO

a) Differences of the Cloud Index b) Differences of the Global Radiation

a
_

---4 o o
---d4 o

0.00 0.03 010
1

o

Degeasonalized Cloud Index

-0.10

1.00 1.10
| |

0.50
|

Deseasanalized Global Radiation

T T T
positive neutral negative

Differences of Precipitation

(2
-~

a

a

|
|
o
-

a

_

E

+

]

paositive

o
=

a

— a

_

-

Deseasanalized Precipitation
05 1.0 15 20 25 30

T
newtral

T
negative

Differences of Temperature

00 05 1.0 15

Deseasanalized Temperature

-10
1

I I T
positive neutral negative

pE—

—

.

o

R

|
|
1

R —

paositive

T
newtral

T
negative

Figure 9.7: Differences between positive, neutralral negative phases of ENSO for pattern 5

a) Differences of deseasonalized cloud index. fifeBinces of deseasonalized global radiation.
C) Differences of deseasonalized precipitation. djebénces of deseasonalized temperature.

Table 9.4 shows that for all variables the diffees between the three phases were significant.
Positive and neutral phases were more similar @a&utral and negative phases. As expected from
Figure 9.7, the temperature had the highest F-value

Pattern 5 Cloud Index Global Radiation Precipitation Temperature
Mean pos -0.0105 1.0126 0.9310 0.2269

0

§ Mean neut 0.0002 1.0004 0.9769 -0.0163

= "Meanneg 0.0142 0.9817 11453 20.2814
Global F value 25.102*** 22.001*** 8.1732** 31.49%*
Pos/neut * n.s. n.s. xk

2 o

; m POS/neg *%k%k *k*k *%* *k*k

D_ Neut/neg *% *% * *%

Table 9.4: Descriptives of pattern 5
Npos=85, Neu=130, Ne61, * p<.05, ** p<.01, *** p<.001

For the selected El Nifio and La Nifia years the da@mels were seen. In the years 97/98 (El Nifio) the
cloud index amounted 0.187 and in the years 88/8q(fia) 0.203. This was an increase of 8%. The
precipitation was on average 2.21 mm/h in the y@&98 and 2.53 in the year 88/89, which

corresponds to 15% more precipitation during theNiféa year. Global radiation decreased by 1.8%

and temperature by 0.3% during La Nifia.
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Pattern 5: Course of four variables in a positive, neutral and negative ENSO year

a) Course of Cloud Index and Precipitation b) Course of Global Radiation and Temperature
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Figure 9.8: Specific positive, neutral and negativE NSO year for pattern 5

a) Course of absolute cloud index and precipitaitica positive (97/98), neutral (96/97) and negafi®8/89) ENSO year.
b) Course of absolute global radiation and tempeeah a positive (97/98), neutral (96/97) and niega(88/89) ENSO year.

In summary, the region in southern Africa is chtedzed by quite different weather condition during
positive and negative phases of ENSO. The areadnes and warmer during El Nifio’'s and was
characterized by a lower cloud index and thus resofar irradiance.



