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Abstract

The Galerkin discretization of a Fredholm integral equation of the second kind on a

closed� piecewise analytic surface � � lR
� is analyzed� High order� hp�boundary elements

on grids which are geometrically graded toward the edges and vertices of the surface give

exponential convergence� similar to what is known in the hp Finite Element Method� A

quadrature strategy is developed which gives rise to a fully discrete scheme preserving the

exponential convergence of the hp�Boundary Element Method� The total work necessary

for the consistent quadratures is shown to grow algebraically with the number of degrees

of freedom� Numerical results on a curved polyhedron show exponential convergence with

respect to the number of degrees of freedom as well as with respect to the CPU�time�

Mathematics Subject Classi�cation ������
Primary� ��N�	 Secondary� ��N��

� Introduction

Elliptic boundary value problems in domains 
 � lR
� with piecewise smooth boundary � � �


can be reformulated as boundary integral equations if a fundamental solution is available The
approximate solution of such boundary integral equations by means of �nite element spaces
V L on � gives rise to the so�called boundary element method �BEM� Under the assumption
of strong ellipticity of the boundary integral operators �valid in many cases�� Galerkin�BEM
are known to exhibit quasi�optimal asymptotic convergence ����� ie� the rate of convergence is
governed by the best approximation error of the boundary density from V L

If � and the boundary data are piecewise analytic �as in many cases of engineering interest��
so are the unknown densities approximated by BEM ��� It has been shown in ���� ���� ���� that
proper design of V L ensures exponential convergence of the best approximation in terms of
N � dimV L for piecewise analytic solutions �Proper design� means here anisotropic meshes
that are geometrically graded towards the edges of � have to be used possibly in conjunction
with variable polynomial degree which increases linearly o� the edges of � Such subspaces V L

pose special challenges to the numerical evaluation of the BEM sti�ness matrix Quadrature
of singular or near singular integrals over domains of arbitrary high aspect ratio has to be per�
formed with an error that is exponentially decreasing in N in order to preserve the convergence
rate of the scheme

To develop and analyze such a quadrature strategy is the purpose of the present paper
We show how a numerically integrated sti�ness matrix which preserves the O �exp ��bN������

�



convergence rate of the hp�Galerkin BEM can be computed in O �N����� kernel evaluations We
prove the result for second kind integral equations but hasten to add that our quadrature error
estimates are actually also applicable to weakly singular as well as hypersingular kernels �after
proper regularization� on piecewise analytic surfaces Likewise� our quadrature schemes also
show how fully discrete h�type Galerkin BEM with anisotropic graded meshes can be realized
computationally in optimal �up to logarithmic terms� complexity

Our quadrature scheme will use tensor product Gaussian quadratures in the reference square
and geometric subdivisions of the integration domains if necessary ���� �see also ���� In addi�
tion� for the singular and also certain near singular integrals over edge�parallel� high aspect�
ratio elements arising in the hp�BEM� this will be combined with certain regularizing coordinate
transformations from ���� ��� ��� The quadrature error analysis is nevertheless novel in several
respects In ���� ���� kernel expansions in local coordinates were used to reduce curvilinear
panels to �at panels Then� regularizing coordinate transforms were introduced in combination
with semi�analytic techniques For the h�version BEM on non�degenerate meshes� a satisfactory
error analysis was presented However� this expansion technique becomes ine�cient and numer�
ically unstable for elements with high aspect ratio and for high order approximation� especially
from the viewpoint of practical implementations The use of kernel expansions can be avoided
by a fully implicit treatment of the kernel presented in ���� where also the problem of near sin�
gular integration over elements di�ering in size by orders of magnitude was solved There� the
order of the elements was �xed and the quadrature error estimates were h�asymptotic Here� we
prove exponential convergence for all quadratures� uniform in p� the degree of the shape func�
tions and moreover� in the aspect ratio of the edge elements In hp�BEM �and also in h�versions
with mesh grading towards the edges� this aspect ratio must become arbitrarily large to ensure
e�ciency of approximation Our quadrature strategy ensures exponential convergence uniform
in the aspect ratio of the elements

This allows to compute a numerically integrated sti�ness matrix �AL satisfying ���� with
work WL of order O�Na

L� for some a � �� ie� in algebraic complexity Therefore the fully
discrete scheme will exhibit exponential convergence also in terms of the work measure

The outline of the paper is as follows In Section �� we formulate the boundary integral
equation and the assumption on � We de�ne the hp�Galerkin scheme� present an exponen�
tial convergence result and a general framework for the analysis of consistency errors due to
quadrature Section � contains the quadrature error analysis and the main results In Section
� we report the results of numerical experiments which are in full agreement with our error and
complexity estimates

� hp�Boundary Element Method

��� Problem formulation

Let 
 � lR
� be a bounded domain with a piecewise analytic� orientable Lipschitz boundary

manifold � � �
 We assume that there is a polyhedron �
 with surface �� consisting of open
�plane� quadrangles and triangles �Kj� � � j � M which have the property that

�� �
�

��j�M
�Kj� ���

�K � �K � is either empty� a vertex� an edge� or �K�

�



These surface pieces form the covering ��� ��
n

�Kj � � � j �M
o

 Furthermore� we assume that

there exists a global bi�Lipschitz continuous mapping � � �� � �� ie�

C� k�x� �yk � k� ��x�� � ��y�k � C� k�x� �yk � ��x� �y � ��

and� for all �K � ���� there are plane extensions �Kext of �K� ie� �K �� �Kext where � j �K can be
extended analytically

�� j �K�ext is analytic on �Kext for all �K � ���

The mapping � de�nes a covering of � by �� ��
n
�
�

�K
�

� �K � ���
o



Let K� be the reference element� either the unit triangle T� �� f���� ��� � � � �� � �� � �
�� � � � ��g or the unit square Q� �� f���� ��� � �� � �� � ���� � �� � �g Since K� can be
transported onto �K by an a�ne �bi�� linear mapping �� �K � K� � �K� the composite mapping

�K �� � � � �K � K� � K ���

can be extended analytically to a larger domain Kext
� satisfying K� �� Kext

� � lR
� The

situation is illustrated in Figure �

η

Figure �� Surface of a halved tube and corresponding interpolating polyhedron The inner
radius is � while the outer radius and the height is � The mesh shown corresponds to the third
re�nement level

By d� we denote the surface measure de�ned almost everywhere on � We consider the
space L���� of functions u � � � Cl

N which are square integrable with respect to d� An inner
product on L���� is given by

hu� vi �
Z
�
u�vd�� ���

Another inner product � � � � �� equivalent to h � � � i �ie� giving rise to equivalent norms� in
L����� can then be de�ned by

�u� v� �
X
�K����

Z
K�

�u � �K ���� �v � �K ���� d�� ���
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Given a continuous operator A � L���� � L����� we are interested in the numerical solution of
the equation

u � L���� hAu� vi � hf� vi �v � L����� ���

The operator A is a boundary integral operator which can be represented in the form

�Au� �x� � c�x�u�x� � p�v�
Z
�
k�x� y�u�y�d�y ���

where k�x� y� � �k�x� y� x� y� and the kernel �k has the form

�k�x� y� z� �
X
j�j�t

s��x� y�z� kzk���t � x� y � lR
�� � 	� z � lR

�� ���

We assume that for K�K � � ��� the coe�cient functions s� � �K 
 �K � � Cl and c � �K � Cl

are analytic functions and that the series ��� is �nite In ��� 	 denotes a three�dimensional
multi�index� 	 � lN

�
�� and t an odd integer �cf ���� Assumption ��� and ���� p ����

Proposition � The assumption that t is an odd integer implies that

k �x� y� � k �y� x� �
X

j�j�t��

�s��x� y� �y � x�� ky � xk���t � x� y � lR
�� y 	� x�

Proof� Expansion ��� implies

k �x� y� � k �y� x� �
X
j�j�t

�
s��x� y� � ����j�j s��y� x�

�
�y � x�� ky � xk���t �

For j	j � t we obtain by using the analyticity of s�

s��x� y�� s��y� x� � s� �x� x� � s� �y� x� � �s� �x� y�� s� �x� x��

�
X
j�j��


��� �y � x��

and hence
k �x� y� � k �y� x� �

X
j�j�t��

�s� �x� y� �y � x�� ky � xk���t �

A typical example for ���� ��� is the classical double layer potential operator where the sum
��� is �nite and

c�x� � �� t � �� s��x� y� �

� � �
��
n��y� if j	j � ��

� otherwise
�	�

Here n��y� denotes the exterior unit normal vector to 
 at y � �
The integral in ��� is in general to be understood in the Cauchy principal value sense� ie�

p�v�
Z
�
k�x� y�u�y�d�y � lim

���

Z
�nB��x	

k�x� y�u�y�d�y� ���

Here B��x� � fy � lR
� � jx� yj � �g denotes the open ball of radius � about the point x and

the limit is assumed to exist for x � K � ��
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We assume that� for the given data f � L����� the problem Au � f admits a unique solution
u � L����

Approximate solutions to ��� are obtained by the Galerkin method� Given a dense sequence
fV Lg�L
� of �nite dimensional subspaces of L����� we solve

uL � V L
D
AuL� v

E
� hf� vi �v � V L� ����

We denote by PL the orthogonal projection

PL � L���� � V L� ��v � PLv�� �� � � �� � V L�

Proposition � Assume that� for su�ciently large L� the approximate problem ���� is stable
in the sense that ���PLAu

L
���
�
� Cs

���uL���
�

�uL � V L� ����

Then there exist unique solutions uL of ���� which converge quasioptimally to the unique solu�
tion u of ���� i�e�� ���u� uL

���
�
� C inf

v�V L
ku� vk� � ����

The relation ���� states that the Galerkin approximations converge quasioptimally to the
exact solution The actual rate of convergence is therefore determined by the regularity of the
exact solution and the selection of the spaces V L In order to achieve exponential convergence�
we need to control derivatives of all orders of the exact solution u simultaneously This is
conveniently expressed by regularity statements in countably normed spaces B���� of piecewise
analytic functions which we now present

��� Regularity

Let V �K�� denote the set of vertices of the reference element K� For X � V �K��� let BR �X�
denote the ball with radius R centered at X where R is chosen such that

UX �� BR �X� �K�

satis�es
K� �

�
X�V�K�	

UX � and V �K�� nX � UX � ��

For a vertex X � V �K��� let us introduce polar coordinates �rX � X� on UX centered at X
such that X � ��� 	X� For a parameter � � �� we can then de�ne

B��K�� � fv � L��K�� ����rk��X ����rX�k�X�	X � X��l������X�lv
���
L��UX	

� Cdk�l��k l �

k� l � lN� X � V �K�� � and C� d independent of k� lg �
B���� � fv � L���� � v � �K � B��K��� K � ��g �

����

We assume the following regularity property of the operator A�

if u � L���� and Au � B���� for some � � ���� then u � B����� ����

This holds for example for the classical double layer potential operator on all convex �and also
certain nonconvex� polyhedra� see ��� Theorem ���

Remark � If the right hand side f in ��� is analytic in K� for all K � ��� then f � B� and�
due to ��	�� u � B�����

�



��� hp�Boundary Elements

We construct hp�subspaces V L � L� ��� of dimension NL such that for any u � B����

inf
v�V L

ku� vkL���	 � C exp��b �

q
NL� ����

with C � � and b � � independent of L For the model double layer potential problem on a
convex polyhedron in lR

�� these spaces also satisfy ���� and� due to ����� the Galerkin boundary
element method converges at the exponential rate ����

We begin with explaining how hp�subspaces V L can be generated on the surface � in lR
�

described above We will use the notation introduced in the previous section Let E denote the
set of �possibly curved� edges of � while �E � ��� �E� is the pull�back on ��

����� Polyhedral surfaces and geometric quadrangulations

First� we will consider the case that � is the surface of a polyhedron Then� wlog� the
function � �cf Section ��� may be taken as the identity Let the initial mesh �� be the
covering de�ned in the previous section It will turn out that� for the quadrature methods� the
following assumption is very convenient and will be made throughout the paper

Assumption � We assume that for any K � �� the following holds

if K has an edge e � E then the opposite edge is parallel to e�

The hierarchy of geometric meshes depends on the grading parameter � � ��� ���� and is
constructed recursively by the following procedure�

First we assume that �� only contains quadrangles In the following algorithm� the notation
i � � stands for �i � �� mod � and i� �� imod � Let us assume that �L�� was generated for
L � �

Geometric Re�nement�

for all K � �L�� do begin

let fXig��i�� denote the set of vertices of K �counterclockwise ordering��

let ei �� XiXi�� denote the set of edges�
for i � � to � do begin

if ei  ei�� � E then connect the midpoints of ei�� and ei���
end�
for i � � to � do begin

if ei � E and ei�� � E � � then connect Xi�� � � �Xi�� �Xi���
with Xi � � �Xi�� �Xi��

end�

end�

The resulting geometric mesh is denoted by �L � fK�� K�� � � � � KML
g Note that� for L � ��

each element of �L has a uniquely determined parent P �K� � �L�� characterized by K � P �K�

�



����� Polynomial degree distribution

The subspace V L consists of piecewise polynomials �in local coordinates� of degrees pK ��
pK� � p

K
�

�
on K � �K which we combine in the linear degree vector �p �

n
pK � K � �L

o
with

initial degree L� and slope � � � It is constructed recursively by the following algorithm The
notation bmc denotes the largest integer smaller than or equal to m

Polynomial Re�nement�

if L � � then de�ne pK � �L�� L�� for all K � ��
else begin

for all K � �L do begin

let feig��i�� denote the edges of K and fEig��i�� the edges of P �K��
for i �� � to � do begin

if there is Ej such that ei � Ej then

pKi� �� min
�
L�
j
p
P�K	
j� � �

k�
�

else if there is Ej such that ei ��
 Ej then pKi� �� L�

end�
end�end�

Remark � Note that the geometric re
nement algorithm preserves Assumption 	 for the 
ner
grids ��L� L � ��

����� hp	Finite Element Space

The hp��nite element spaces corresponding to the geometric meshes �L and the degree vector
�p are de�ned by lifting tensor products of Legendre polynomials onto the surface elements
K � �L Let

��
� ��� �� �	 � ������� L� ��� � 	 � �� �� �� � � � ����

with L� denoting the Legendre polynomials of order 	 on the interval ���� �� scaled such that
L� ��� � � holds This implies in particular that the ��

� are orthonormal in L����� ��� ie

Z �

��
����d� � ��� ����

where ��� � � if 	 � � and � otherwise
For K � �L� let �K denote an analytic chart mapping the unit cube ���� ��� onto K having

the property that

���K �e�� �
���
��
�
�
�

�
��
�
� ���K �e�� �

�
�
��
�
�
�
�
�

�
� ��	�

where ei denotes the ith edge of K In the considered case where K is a quadrangle� �K is
bi�linear The basis functions on K are given by

��
� ��� �� ��

��
�����

�
��

���� ����

�K
� �x� �

��
�
�
��
� � ���K

�
�x� �

q
jKj for x � K�

� otherwise�
for � � 	i � pKi � i � �� ��

�



Here� and in the following jKj �� kX� �X�k � kX� �X�k The resulting local hp��nite element
space is given by

V L �K� �� span
n
�K
� j � � 	i � pKi � � � i � ��

o
�

The global hp��nite element space is composed of the local ones� V L �� V L
	�
p � L���� is the

set of all functions u � � � Cl of the form

u �x� �
X
K�� �

L

pKX
�
�

uK� �
K
� �x� ����

with some coe�cients uK� � Cl and the reduced mesh

� �L ��
n
K � �L � �K � E � �

o
�

Here and in the following the notation
PpK

�
� stands for
PpK�

��
�

PpK�
��
� In order to simplify the

notation we introduce the set

IL ��
n

�K�	� j K � � �L� � � 	i � pKi for � � i � �
o
� ����

Notice that u � V L vanishes in a neighborhood of the edges and vertices of � This is necessary
to prove stability ���� of the Galerkin scheme ���� by the �nite section method ��� Since
this neighborhood of the edges is exponentially small in L� however� this does not lead to a
deterioration in approximation

The dimension NL of V L depends on the choice of �p For the considered case of linear
degree vectors� we obtain asymptotically

NL � O��L � ����� ����

����� Curved surfaces and general meshes

In the following� we will explain how the construction given above for a polyhedron and quad�
rangles can be modi�ed in order to treat more general situations

Curved boundaries� Let � be the �possibly curved� surface of a ��d domain 
 and ��� ��
and ��� as explained in Subsection �� We generate hp�meshes using ���� ��� and �E as explained
above The surface meshes are then given by

�L ��
n
�
�

�K
�

� �K � ��L
o
�

The de�nition of the hp��nite element spaces is the same as in the polyhedral case The charts
��	� have to be replaced by � �� �K For convenience� we replace the quantity jKj by jKj ��

��� �K
���

Triangular elements� Triangular elements can be used in combination with quadrangles We
only have to guarantee that the initial mesh �� has the property that

K � �� is a triangle � �K � E � ��
This condition implies that triangular elements will never be subdivided by geometric re�ne�
ment As a basis we use the Dubiner basis functions �see ���� on the reference triangle and
lift them onto the surface Here� we do not go into the details but consider only quadrilateral
meshes The restriction to quadrangulations is not a severe restriction as can be seen in the
following

	



Remark 
 Any triangle can be split into three quadrilaterals by connecting the midpoints of
the edges with the barycenter�

��� Stability and convergence of hp�boundary element methods

The following theorem concerns the approximation properties of the subspace V L for functions
u � B���� We recall the de�nition of the slope � and the parameter L� characterizing the
polynomial grading function �p For the following analysis we assume always that the mesh �L
only consists of quadrilaterals

Theorem � Let B���� be de
ned by ���� for some � � � � ���� For every � � ��� �� there
exists � � �� L� � � �depending on �� � and d in ����� such that� for any u � B����� there
exists v � V L

	�
p such that

ku� vkL���	 � C��� d��L � ����L ����

is satis
ed where C is a constant independent of L� but dependent on �� d and ��

Remark � The estimate ���� can also be expressed in terms of degrees of freedom

L��L � LeC� log 	
�pNL � eC

�� log 	 �pNL � e�b
�pNL

with b �� C �� jlog�j� This is �����

Results of this kind have �rst been proved by Babuska and Guo� ��� The proof of Theorem
� consists in a modi�cation of their argument �somewhat simpler since we use discontinuous
functions�� see also ��� and ���� In ���� Theorem � was proved for the case L� � L and � � ��
ie uniform polynomial degree

Let uL � V L denote the Galerkin solution de�ned in ���� The stability condition ����
ensures that ���� admits a unique solution uL for su�ciently large L Moreover� if u � B����
for some � � � � ���� Theorem � implies the error estimate

���u� uL
���
�
� C�L � ����L� ����

The stability ���� of the Galerkin scheme based on V L holds� for example� for the classical
double layer potential operator on convex as well as certain nonconvex polyhedra and for a
polynomial grading function �p characterized by L� � L and � � �� see ��� The arguments
there can be generalized to cover the case L� � �� � � � su�ciently large as well �	�

For uL � V L� let �u � fuIgI�IL denote the coe�cients of the basis representation ���� The
Galerkin equations ���� are then equivalent to �nding �uL such that

AL�u � �f ����

with the load vector �f � fhf� �IigI�IL and the sti�ness matrix AL � fAL
II�gI�I��IL given by

AL
II� � h�I�� A�Ii � I� I � � IL�

Due to the way the �I are normalized� we have the following equivalence between the L����
norm and the discrete ���norm of the coe�cient vectors �u of functions u � V L

�



Lemma  There exist constants � � C� � C� � � independent of L such that for every
u � V L there holds

C� kuk�L���	 �
X
I�IL

���uLI ���� � C� kuk�L���	 � ����

Proof� Throughout the proof� � denotes equivalence with constants independent of L
Let u � V L Then u �

P
I�IL uI�I and

������
X
I�IL

uI�I

������
�

L���	

�

������
X
K�� �

L

pKX
�
�

uK� �
K
�

������
�

L���	

�
X
K�� �

L

������
pKX
�
�

uK� �
K
�

������
�

L��K	

� X
K�� �

L

pKX
�
�

���uK� ���� �����
�

����
L��K�	

due to ���� By the normalization ���� of ��
�� the assertion follows since

kuk�L���	 �
X
I�IL

juI j� �

The norm equivalence ���� and the stability ���� have the following consequence which is
of interest for the iterative solution of the linear system ����

Lemma �� There exists a constant C independent of L such that cond��A
L� � C ���

��� Consistency analysis

In general� one has to use numerical quadrature to calculate approximate entries �AL
II� of the

sti�ness matrix AL� resulting in a perturbed matrix �AL For the h�version of the Galerkin�BEM�
this e�ect was thoroughly discussed in ���� For the hp�BEM� the situation is di�erent due to
the following two points The norms in which the consistency has to be measured are di�erent
and the required consistency changes from algebraic to exponential accuracy The sti�ness

matrices AL and �AL de�ne �nite dimensional operators AL� �AL � V L �
�
V L
��

where
�
V L
��

denotes the dual space of V L �with respect to L����� We estimate the di�erence between AL

and �AL

Lemma �� Assume that the entries �AL
II� of �AL satisfy

���EL
II�

��� �
���AL

II� � �AL
II�

��� � !�L�� ����

Then there holds for every u� �u � L����

���D�AL � �AL
�
PLu� PL�u

E��� � CNL!�L� kuk� k�uk� � ��	�

Proof� Using Lemma �� we haveD�
AL � �AL

�
PLu� PL�u

E
� C kuk� k�uk�

���EL
���
�

u� �u � L���� ����

��



with C independent of L and the matrix EL given by EL
II� �� AL

II� � �AL
II� To estimate

���EL
���
�
�

we use the Schur�Lemma �see� eg� ���� page ���� with 
I � � We estimate for every I � IL
with ���� X

I��IL

���EL
II�

��� � NL!�L�

and for every �xed I � � IL in the same way

X
I�IL

���EL
II�

��� � NL!�L��

From the Schur�Lemma it follows then that
���EL

���
�
� NL!�L� and ���� imply the assertion

Lemma �� allows to estimate the impact of the consistency error ���� on the asymptotic
convergence rate of the solution �uL de�ned by

�AL�uL � PLf� ����

Theorem �� Assume that the Galerkin scheme ���� is stable� i�e� ���� holds� and that the
approximate sti�ness matrix �AL used in the computation satis
es ���� with

NL!�L� � � as L��� ����

Then ���� is stable� i�e� there exists c � � such that

��� �ALvL
���
�
� c

���vL���
�

�vL � V L ����

for su�ciently large L�
Assume in addition that u � B���� for some � � � � ���� Then

���u� �uL
���
�
� CuL�

�L� L � � ����

with C � � and b � � independent of L� provided ���� holds with

!�L� � N��
L L��L� L � �� ����

Assume 
nally that� for every g � B����� � � � � ���� the solution � of the adjoint equation

A�� � g ����

exists in L���� and belongs to B���� as well� If the quadrature errors satisfy ���� with

!�L� � N��
L L���L� L � � ����

then ���hg� ui � Dg� �uL
E��� � Cu�L � ������L ����

with a constant Cu depending only on � and d�

Proof�

��



� For su�ciently large L� the discrete inf�sup condition ���� can be written as���vL���
�
� cs

���AvL���
�V L	�

�vL � V L� ��	�

Using ��	� with vL � V L we obtain��� �ALvL
���
�V L	�

�
���AvL���

�V L	�
�
���� �AL � A�vL

���
�V L	�

� c��s
���vL���

�
� CNL!�L�

���vL���
�
�

Then ���� gives for su�ciently large L���vL���
�
� C

��� �ALvL
���
�V L	�

�vL � V L� ����

� We have ���u� �uL
���
�
� ku� PLuk� �

���PLu� �uL
���
�
�

Using ���� and
D

�AL�uL� vL
E

�
D
Au� vL

E
for vL � V L we obtain���PLu� �uL

���
�
� C

��� �AL
�
PLu� �uL

����
�V L	�

� C
��� �ALPLu� Au

���
�V L	�

yielding���u� �uL
���
�
� ku� PLuk� � C kA�u� PLu�k�V L	� � C

����A� �AL�PLu
���
�V L	� �

The �rst two terms are estimated using the approximation property and the continuity
of A The estimate for the third term follows from ��	� with ���� and PLvL � vL����D�A� �AL�PLu� v

L
E��� � C�L � ����L kuk�

���vL���
�
�

� Let �L �� PL� with � denoting the solution of A�� � g Then���Du� �uL� g
E��� �

���DA �u� �uL
�
� �
E��� � ���DA �u� �uL

�
� �� �L

E���� ���DA �u� �uL
�
� �L

E���
The �rst term can be estimated by C

���u� �uL
���
�
k�� PL�k� which gives the desired bound

using ���� and the regularity of � For the second term we haveD
A
�
u� �uL

�
� �L

E
�
D�

�AL � A
�

�uL� �L
E

�
D�

�AL � A
� �

�uL � PLu
�
� PL�

E
�
D�

�AL � A
�
PLu� PL�

E
�

The second term on the right hand side can be estimated by ��	� and ���� �here the
higher quadrature accuracy is needed� Since �uL � PLu � V L we have for the �rst term
using ��	����D� �AL � A

� �
�uL � PLu

�
� PL�

E��� � CNL! �L�
����uL � PLu

���
�
k�k�

� C�L � ����L
�����uL � u

���
�

� ku� PLuk�
�
k�k� �

Theorem �� shows that the exponential convergence rates ����� ���� are preserved� provided
the consistency error ���� for the matrix entries is controlled with !�L� � N��

L L���L This
rather tight bound on the quadrature error must be achieved with a work WL of algebraic order
in dependence on the problem size NL since otherwise the convergence rate of the fully discrete
Galerkin scheme will not be exponential in terms of the work WL

��



��� Solution of the linear system

The fully populated sti�ness matrix �AL has O�N�
L� nonvanishing entries and is nonsingular

due to ���� for su�ciently large L under the assumptions of Theorem �� Therefore Gaussian
elimination will yield a solution in O�N�

L� operations
Due to the norm equivalence Lemma � and the stability ���� of the fully discrete scheme�

the condition number of �AL is uniformly bounded�

cond�� �AL� � C ��� ����

Classical iterative methods� such as Richardson iteration� yield a sequence f�uL�j�g�j
� of coef�
�cient vectors f�uL�j�g�j
� and corresponding approximate solutions fuL�j�g�j
� which satisfy

���uL�j�� �uL
���
L���	

� C
����uL�j�� �uL

���
��
� Cqj� j � �� �� ��� ����

with q � � and C � � independent of L and j The iterations are stopped when the error is of the
order of the discretization error Assuming that u � B����� this is the case if qj � exp

�
�bN���

L

�


Hence� for j � bN
���
L � jln qj iterations an approximate solution of the linear system with ����

can be obtained Since each step requires one matrix�vector multiplication� the total work for
the iterative solution of the linear system is O�N����

L � operations For the optimal convergence
rate ���� of the postprocessed solution at an interior point� twice the number of iterations
needed for optimal L�����convergence is necessary �since then� b is replaced by �b in the above
argument�

� Quadrature error analysis

The purpose of this section is to develop and analyze a quadrature scheme such that the
resulting numerically integrated sti�ness matrix �AL satis�es the consistency estimate���AL

II� � �AL
II�

��� � N��
L L���L� ����

By Theorem ��� this will ensure the exponential convergence rates ����� ���� for the fully
discrete scheme� provided that the exact solution u belongs to B���� The parameter � de�ned
in Theorem � will be explicit in the quadrature error estimates By Theorem ��� ���� will ensure

the exponential �energy� convergence ���� of the solution �uL of the fully discrete problem In
order to achieve the optimal convergence rates ���� at an interior point x � 
� one should
replace � by �� in our estimates for the quadrature points

In the following we will work out the quadrature methods only for quadrilateral meshes
One possbility to treat triangles is to map the quadrilateral reference domain to the triangular
one by a degenerate mapping Then the techniques presented below can be applied also to this
case while then the number of quadrature points has to be increased by one in each direction

��� Some auxiliary results

We begin with a classical quadrature error estimate in one dimension It goes back to Davis
and Rabinowitz� see� eg ��� Eqn �������� Throughout� we denote by Gn

�a�b	 the n�point
Gaussian quadrature formula in �a� b� If no confusion is possible we skip the integration interval

��



and write simply Gn Let Ea�b � Cl be the closed ellipse with foci at z � a� b� semimajor axis

�a � �b� a� �� and semiminor axis �b � � The semiaxis sum is � � �a��b For a � �� and b � ��
we write also E instead of E���� A classical estimate for the error in Gaussian quadrature is
�see� eg ����

Proposition �� Let f�x� be analytic in ���� �� and admit an analytic continuation f�z� into
the ellipse E � Cl � Then

jEnf j � jIf �Gnf j � C���n max
z��E�

jf�z�j � ����

Higher dimensional analogs of ���� can be obtained by a tensor product construction In
tensor products Gaussian formulae we denote by Gni

ai�bi
the n�point quadrature formula scaled

on �ai� bi� with respect to the ith variable

Proposition �� For ai� bi � lR� bi � ai we de
ne the cuboid D �
Nd

i
� �ai� bi�� Let f�x� �
C��D�� Then

�����
Z
D
f�x�dx�

	
dY

i
�

Gni
ai�bi



f

����� � C�d�
dX

i
�

jDc
i j max

xci�Dc
i

j�Eif� �xci�j ����

where

xci � �x�� ���� xi��� xi��� ���� xd�� Dc
i �

dO
j��
j ��i

�ai� bi� � jDc
i j �

dY
j��
j ��i

jbj � ajj ����

and

�Eif� �xci� �
Z bi

ai
f�x�dxi �Gni

�ai�bi	
�f � �

Proof� We only consider the case d � � The case d � � is trivial while� for d � �� the
result follows by induction We use a classical tensor product argument Let 
 � 
� 
 
��
If � I�I�f where Iif �

R
�i
f�xi�dxi and Qif �

Pni
j
�w

�i	
j f�x

�i	
j � are quadrature formulas in 
i

with positive weights w
�i	
j � i � �� � Then

�I �Q� f � �I�I� �Q�Q�� f � �I�I� � I�Q� � I�Q� �Q�Q�� f

� I� ��I� �Q�� f � � Q� �I� �Q�� f

and we estimate

j�I �Q� f j � j
�j max
x����

j�I� �Q�� f �x�� ��j�
N�X
j
�

w
��	
j

����I� �Q�� f
�
�� x��	j

����
� j
�j max

x����

j�I� �Q�� f �x�� ��j� j
�j max
x����

j�I� �Q�� f ��� x��j �

To apply the estimate in Proposition �� to the transformed integrands� we will also require
estimates on the growth of Legendre polynomials on �E

��



Proposition �� Let E � Cl denote the ellipse with foci at �� and semiaxis sum � � �� Let
further Ln�x� denote the Legendre Polynomial of degree n on ���� ��� normalized such that
Ln��� � �� for n � lN�� Then� for � � ��

max
z�E�

jLn�z�j � �n� ����

and

max
u�E�

max
v�E�

�����Ln�v�� Ln �u�

v � u

����� � n �n � ��

�
�n��� ����

Proof� The conformal map z � �w �w������ jwj � �� maps Cl n���� �� into the exterior of the
unit circle Circles of radius � � � in the w�plane correspond to E���� in the z�plane Moreover
�see ��	�� �	����

Ln�z� �
nX

m
�

gmgn�mwn��m � wn
nX

m
�

gn�mgmw��m

where the numbers gm are de�ned by

gm � ��m
	

�m

m



�

Inserting this into the representation formula� we obtain

max
z�E�����

jLn�z�j � �n
nX

m
�

gn�mgm � �n��n
nX

m
�

	
�m

m


	
� �n�m�

n�m



� �n�

Next� let v � �t � t��� �� and u � �s � s��� �� Then

Ln�v�� Ln �u�

v � u
� �

nX
m
�

gmgn�m
tn��m � sn��m

t � t�� � s� s��

� �

bn��� cX
m
�

gmgn�m
tn��m � t�n��m � sn��ms�n��m

t � t�� � s� s��
�

For r � � we obtain

tr � t�r � sr � s�r

t � t�� � s� s��
� �ts���r

��ts�r � ��

�ts� ��

�tr � sr�

t� s
�

From � � jsj � jtj � �� it follows that�����t
r � t�r � sr � s�r

t � t�� � s� s��

����� � �ts���r
r��X
j
�

�ts�j r�r�� �
r��X
j
�

�ts���r�j r�r�� � r��r���

holds Consequently

max
�u�v	�E�

������
	E�

������

�����Ln�v�� Ln �u�

v � u

����� � �

bn��� cX
m
�

gmgn�m �n� �m�� �n��m��

� �n���
bn��� cX
m
�

gmgn�m �n� �m�� �
n �n � ��

�
�n���

For later purpose we de�ne the scaling function ��K ��
�
pK�
�
pK� � �

�
� pK�

�
pK� � �

�
� �

�
��

and in view of ���� the function �K �
�
pK� � ���

���� �
pK� � ���

����
for K � �L

��



��� Surface integrals in hp�BEM� The basic cases

Let �L denote the hp�mesh generated by the geometric re�nement algorithm presented in Section
�� We recall the de�nition of the set IL �see ����� and use the notation of Subsection �� In
order to assemble the sti�ness matrix AL one has to compute integrals of the form

AL
I�I� �� lim

���

Z
Kx	Ky

kx�yk��
k �x� y��I �x��I� �y�dydx� ��	�

In the following we present quadrature methods for the approximation of AL
I�I� The strate�

gies will depend on the singular or near singular behaviour of the kernel function As already
mentioned the arising kernel functions have a special� characteristic behaviour which can be
�globally� expressed by ��� What is more important for the quadrature methods is the behav�
iour of the integrands in the local coordinates We have to distinguish between the following
three basic cases From the assumption on the initial parametrization ��� and the algorithm
for the geometric re�nement� it follows that there exists a constant Cs depending only on �� ���
on the function � � �� � �� and on ��� such that for all pairs of panels �Kx 
 �Ky � ��L one of the
following conditions is satis�ed

� �Kx � �Ky� �case of identical panels�

� Condition � is violated and dist
�

�Kx� �Ky

�
� Cs max

z�fx�yg
diam �Kz holds Furthermore� there

exist two plane quadrangles �K�
x� �K�

y � �� which share exactly one common edge and have

the property that� at least� three edges of �Kx belong to � �K�
x and� at least� three edges of

�Ky belong to � �K�
y  �edge�parallel case�

� Conditions � and � are violated �vertex�singular� near�singular� and regular far�eld case�

The integral over the surface pieces Kx and Ky has to be pulled back onto suitable parameter

domains "Kx and "Ky in lR
� The transformations have to be chosen such that the geometric

situation of the parameter panels "Kx�y is the same as on the surface� eg� "Kx� "Ky share an
edge if this is the case for Kx and Ky In the following we will discuss the three cases above
separately

��� Identical panels

����� Regularizing coordinate transforms

In the �rst step we will apply certain coordinate transforms which render the integrand tractable
for automatic quadrature methods

Let Kx � Ky �� K � �L The corresponding �at panel on �� is denoted by �K �� ��� �K� �
��L We �rst have to transform the surface panel onto a suitable reference element in lR

� Let
fXig��i�� denote the vertices of �K �counterclockwise ordering� and �i �� kXi�� �Xik the side

lengths The reference domain is given by "K �� ��� ���
 ��� ��� The mapping �� �K � "K � �K is
a�ne bi�linear�

�� �K �u� � X� �
u�
��

�X� �X�� �
u�
��

�X� �X�� �
u�u�
����

�X� �X� � X� �X��

��



and depends only on the angles of �K but not on the side lengths The composite mapping
�K �� � � �� �K transports "K onto K The kernel function in local coordinates on "K
 "K is given
by

kloc �u� v� �� k ��K �u� � �K �v�� �

The product of the basis functions in local coordinates takes the form

jKj�K
� ��K �u���K

�� ��K �y�� �
�
��
� � ���K � �K

�
�u� �

�
��
�� � ���K � �K

�
�v�

� �
�
��
� � "�K

�
�u� �

�
��
�� � "�K

�
�v� �

Since "K is a rectangle and Q� �� ���� ���� the transformation "�K �� ���K ��K mapping "K onto

Q� is given by "�K �u� �
���
��
�

� �
�
u����
u����

�
 In local coordinates� the integral ��	� takes the form

Is �� lim
���

Z
"K 
 "K

ku� vk � �

kloc �u� v�B �u� v�dvdu ����

with
B �u� v� �� B���� �u� v� �� gK �u� gK �v�

�
��
� � "�K

�
�u� �

�
��
�� � "�K

�
�v� � jKj �

Here� gK �u� ��
����det

nD
��K
�ui

� ��K
�uj

Eo
��i�j��

������� can be extended analytically into a neighborhood

of "K Note that gK �u� does not depend on the side lengths of K but only on the angles For
u � "K� de�ne the shifted rectangle "Ku by

"Ku �
n
z � lR

� j �v � "K � z � v � u
o
� ����

Then
Is � lim

���

Z
u� �K

Z
z� �Ku

kzk��
kloc �u� u � z�B �u� u � z� dzdu� ����

The domain of integration is given by the system of inequalities of the form

� � u� � ��� � � u� � ���

�u� � z� � �� � u�� �u� � z� � �� � u��

This system can be reordered An equivalent description of this domain is given by

��� � z� � ���

��� � z� � ���

max ����z�� � u� � min ���� �� � z�� �

max ����z�� � u� � min ���� �� � z�� �

Splitting the domain in four sub�domains

D� �

�����
����

� � z� � ��
� � z� � ��

� � u� � �� � z�
� � u� � �� � z�

����
����

D� �

�����
����

� � z� � ��
��� � z� � �

� � u� � �� � z�
�z� � u� � ��

����
����

D� �

�����
����

��� � z� � �

� � z� � ��
�z� � u� � ��
� � u� � �� � z�

����
����

D� �

�����
����
��� � z� � �

��� � z� � �

�z� � u� � ��
�z� � u� � ��

����
����

��



we avoid the min �max �expressions and Is takes the form

Is � lim
���

�X
j
�

Z
Dj

kzk��
kloc �u� u � z�B �u� u � z� dudz�

We transform the integration domains Dj onto D� by the following transformations

D� �

�
BBB�

u��
u��
v��
v��

�
CCCA �

�
BBB�

�u�
�u�

�u� � �z�
�u� � �z�

�
CCCA � D� �

�
BBB�

u��
u��
v��
v��

�
CCCA �

�
BBB�

�u�
�u� � �z�
�u� � �z�
�u�

�
CCCA �

D� �

�
BBB�

u��
u��
v��
v��

�
CCCA �

�
BBB�

�u� � �z�
�u�
�u�

�u� � �z�

�
CCCA � D� �

�
BBB�

u��
u��
v��
v��

�
CCCA �

�
BBB�

�u� � �z�
�u� � �z�
�u�
�u�

�
CCCA �

The integral takes the form

Is � lim
���

Z
D�

k�zk��

�X
i
�

kloc
�
ui� vi

�
B
�
ui� vi

�
d"ud"z ����

with the functions vi � vi �"z� "u� and vi � ui �"z� "u� de�ned above The integrand in ���� de�nes
the function H �"u� "z�

To apply tensor product Gaussian quadrature� we transform the region of integration in
���� to a ��dimensional cuboid by the substitutions

�i��i � "zi� � ui� i � �� �� ����

Thus� integral ���� takes the form

Is � lim
���

Z
�K

k�zk��

Z �

�

Z �

�
H
��

�������z�	
�������z�	

�
� "z
�

��� � "z����� � "z��d�d"z� ����

The singular behaviour of the integrand is analyzed in

Proposition �
 The function "H ��� "z� de
ned by the integrand of ��	� is weakly singular at
z � � and� for any "z 	� �� analytic in � and� for any �� analytic in "z 	� ��

Proof� It is su�cient to show that jH �"u� "z�j � C k"zk�� for j"zj su�ciently small Consider in
���� the sum of the terms with i � �� ��

h��� �"u� "z� � � kloc
�
u�� u� � z�

�
B
�
u�� u� � z�

�
� kloc

�
u�� u� � z�

�
B
�
u�� u� � z�

�
� kloc �"u� "u � "z�B �"u� "u � "z� � kloc �"u � "z� "u�B �"u � "z� "u�

� k� �"u� "u � "z�B �"u� "u� � k� �"u� "u � "z�BI
diff �"u� "u � "z�

�k� �"u � "z� "u�BII
diff �"u � "z� "u�

�	



with

k� �"u� "u � "z� � � kloc �"u� "u � "z� � kloc �"u � "z� "u� �

k� �"u� "u � "z� � � kzk kloc �"u� "u � "z� �

BI
diff �"u� "v� � � �B �"u� "v�� B �"u� "u�� � k"v � "uk �

BII
diff �"u� "v� � � �B �"u� "v�� B �"v� "v�� � k"v � "uk �

Inserting the local parametrization �K into the global representation it follows with Proposition
�� that

jk� �"u� "u � "z�j� jk� �"u � "z� "u�j� jk� �"u� "u � "z�j � C

k"zk �

holds �see also ���� Lemma ���� Due to the analyticity of B �u� v� the assertion follows from

jB �"u� "u � "z��B �"u� "u�j� jB �"u � "z� "u��B �"u� "u�j � C k"zk �

The remaining terms in the sum corresponding to i � �� � de�nes the function h��� which can
be treated analogously

Proposition �� implies that

Is �
Z ��

�

Z ��

�

Z �

�

Z �

�

"H ��� "z� d�d"z ����

exists as an improper integral

Remark �� Before proceeding in deriving a representation of the integral Is which is appropri�
ate for numerical quadrature� let us �rst motivate our strategy At "z � �� the integrand "H��� "z�
has a weak singularity The common strategy for such kind of integrals is to split ��� ���
��� ���
into two triangles and to apply the so�called Du�y transformation which removes the singu�
larity and renders the integrand analytic �see ���� and ���� Gaussian quadratures would then
yield exponential convergence The problem with this strategy� however� is that� due to the
possibly high aspect ratio ����� of the domain of integration� the size of the region of analyticity
of the transformed integrand will not be uniform in �i More precisely� the exponential rates
of convergence of Gaussian quadrature applied to the transformed integrand "H��� "z� deterio�
rate for high element aspect ratio We show next that a variable order composite quadrature
���� can achieve exponential convergence with algebraic work independently of the elemental
aspect ratio The key to our strategy is� as in ����� an appropriate splitting of the domain of
integration such that for each subdomain the distance to the singularity versus the diameter
of the subdomain is bounded uniformly from above and below This ensures uniform domains
of analyticity for the integrands and� by Proposition ��� uniform exponential convergence of
Gaussian Quadrature The situation is illustrated in Figure �

Without loss of generality� we assume that �� � �� and de�ne j� � b
���log�

��
��

���c Due to

the geometric subdivision algorithm in Section ���� we know that �� � �L�� holds implying
j� � L jlog�j Then

Is �
j���X
j
�

Z
�Qj

"H ��� "z� d�d"z �
Z ���j�

�

Z ��

�

Z �

�

Z �

�

"H ��� "z� d�d"z ����

��
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Figure �� Subdivision of the domain "K � ��� ���
 ��� ��� into Qi Singular Vertex is X�

where the domains "Qj are given by

"Qj �� ����j��� ���j�
 ��� ���
 ��� ���� � � j � j� � �� ����

with ���j �� ��j�� Note that the aspect ratio of the last integration domain in ���� �where
"H��� "z� is singular� is now bounded and that "H��� "z� is analytic over "Qj with size of the domain

of analyticity proportional to that of "Qj In order to apply Du�y coordinates for the singular
integral we split ��� ���j��
 ��� ��� into two trianglesZ ���j�

�

Z ��

�

Z �

�

Z �

�

"H ��� "z� d�d"z �
Z ���j�

�

Z ��
���j�

z�

�

Z �

�

Z �

�

"H ��� "z� d�d"z

�
Z ���j�

�

Z ��

��
���j�

z�

Z �

�

Z �

�

"H ��� "z� d�d"z�

For the �rst integral we substitute 	
"z�
"z�



�

	
z�

��
���j�

z�z�




while for the second one we put 	
"z�
"z�



�

	 ���j�
��

z�z�
z�




and obtainZ ���j�

�

Z ��

�

Z �

�

Z �

�

"H ��� "z� d�d"z �
Z ���j�

�

Z �

�

Z �

�

Z �

�

��
���j�

z� "H ��� "z �z�� d�dz

�
Z �

�

Z ��

�

Z �

�

Z �

�

���j�
��

z� "H ��� "z �z�� d�dz� ��	�

Summarizing the above transformations we have shown that

Is �
j���X
j
�

Z
�Qj

"H ��� "z� d�d"z

�
Z ���j�

�

Z �

�

Z �

�

Z �

�

��
���j�

z� "H ��� "z �z�� d�dz �
Z �

�

Z ��

�

Z �

�

Z �

�

���j�
��

z� "H ��� "z �z�� d�dz

holds with analytic integrands as we will show below This representation of the integral Is is
now well�suited for numerical approximation �cf Remark ���

��



����� Quadrature and error analysis

We approximate the integrals above by properly scaled tensor Gaussian rules of possibly non�
uniform order for the di�erent variables First� we consider the integrals over "Qj The quadra�
ture error is given by

Ej ��

�����
Z
�Qj

"H��� "z�d�d"z �Gn�
��
Gn�
��
Gn�

�z�
Gn�

�z�
"H

����� � j � �� ���� j� � �� ����

where Gn
x denotes a �properly scaled� n�point Gaussian quadrature in the variable x and nl �

nl�j�� l � �� ��� �� � � j � j� Since "Qj is a tensor product domain� we use Proposition �� to
bound the quadrature error as follows�

Ej � C
�X
l
�

"El�j�
j���X
j
�

Ej � C
j���X
j
�

�X
l
�

"El�j ����

where "El�j are one�dimensional quadrature errors to be estimated The details are in the
following

Theorem �� For all l and j� the quadrature errors "El�j in ���� can be estimated by

"El�j � C��
K��K�� �� � �l
���p

K
� �nl���l � l � �� �

"El�j � C��
K��K�� �� � �l
���p

K
� �nl���l � l � �� � ����

with constants C and 
 depending only on the mapping � and the angles of �K� The numbers
�l and �l are given by

�l ��

���
��

���l l � �� ��
� l � ��
���j����� l � ��

�l ��

� �� l � �� ��
� otherwise�

Proof� Let us consider the error of the "z��integration We use the splitting of the proof of
Proposition ��� H � h��� � h���� inducing an analogous splitting of "H � "h��� � "h��� We �rst

consider the function "h��� Let "ui �� "ui ��� "z� �� ��i � "zi� �i Using the notation of the proof of
Proposition �� we obtain

"h��� ��� "z� � � ��� � z�� ��� � z�� fk� �"u� "u � "z�B �"u� "u� ����

�k� �"u� "u � "z�BI
diff �"u� "u � "z� � k� �"u � "z� "u�BII

diff �"u � "z� "u�
o
�

We scale the "z��integration to ���� �� by "z� �� "z� �t� � ���j�� �t � �� �� The quadrature error
is then given by

"E��j � ���j����
�

max
������	�

max
z�������	

����
Z �

��
"h��� ��� "z� dt�Gn�

t������	"h���
�
��
�
�z��t	
�z�

������ �
From ���� Lemma ��� we know that there exists 
 � � depending only on the global kernel
function� the initial grid ��� and the mapping � such that "h��� can be extended analytically onto

D
� �� E�����	 
 ��� ���
 ��� ���

��



with � ��
�
� � 
 dist

�
"Qj� �

�
����j��

�
� � � 
 We will estimate the terms in ���� separately In

���� Lemma ��� it was shown that

max
�t��z���	�D�

�

jk� �"u ��� "z� � "z�j � M

�� � 
� ���j��

where M is independent of the discretization parameters ����� L� and K The proof of

max
�t��z���	�D�

�

jk� �"u ��� "z� � "z�j � M

�� � 
� ���j��

is completely analogous
We turn now to the estimates of the products of basis functions� ie� the function B From

the de�nition of B it follows that

max
�t��z���	�D�

�

jB �"u� "u�j � C
��
K

����
max

�t��z���	�D�
�

jL�� � "�K�� �"u��j
���L���

� "�K�� �"u��
��� �

Tracing back the coordinate transform it follows that "�K�� �"u�� � �� � ��� ��� ��j �t � �� ���
is contained in the ellipse E�����	 Using Proposition �� we obtain

max
�t��z���	�D�

�

jB �"u� "u�j � C
��
K

����
�� � 
��p

K
� �

Let ��i �"ui� �� �L�i � "�K�i� �"ui� In order to estimate the di�erence quotients we write

jKj k"zkBI
diff �"u� "u � "z� � jKj �B �"u� "u � "z� �B �"u� "u��

�
�
pK� � ���

� �
pK� � ���

�
gK �"u���� �"u����� �"u�� �n

gK �"u � "z�����
�"u� � "z������

�"u� � "z��� gK �"u�����
�"u������

�"u��
o
�

The expression in the parenthesis can be rewritten in the form

f� � �g � �gK �"u � "z�� gK �"u������
�"u� � "z������

�"u� � "z��

�gK �"u�
n
����

�"u� � "z��� ����
�"u��

o
����

�"u� � "z��

�gK �"u�����
�"u��

�
����

�"u� � "z��� ����
�"u��

�
�

Using the analyticity of gK� the estimates of Proposition �� and the boundedness of �zj
k�zk on D�

�

we obtain

max
�t��z���	�D�

�

���BI
diff �"u� "u � "z�

��� � C��
K��K

�� � 
��p
K
� ��

����

The estimate for BII
diff �"u � "z� "u� follows in the same fashion Estimating the leading factor

j��� � "z�� ��� � "z��j by ���� �� � 
� we obtain the error bound

"E��j � C �� � 
���n ����
���j����

�

�� � 
��p
K
�

����j������
��
K��K

� C��
K��K�� �� � 
���p

K
� �n�� �

��



The estimates of the quadrature errors corresponding to the remaining variables are just a
repetition of the arguments Note however that due to the scaling "ui �� �i ��i � zi� the semiaxes
sum � for the �i�integration error can be chosen as � � � � 
��i and for the z��integration as
� � ��
���j����� Furthermore� for the ��integration� the leading factor ��� � "z�� ��� � "z�� can
be estimated by �� � �� yielding the di�erent values of �l in the assertion

To achieve ����� it is su�cient that

j���X
j
�

"Elj � N��
L L��L

with � from Theorem � This estimate is guaranteed for quadrature orders nl�j satisfying

"Elj � N��
L L��L�j� ����

with "El�j from ����

Remark � We have seen that only the z��integration depends on the index of the block Qj

which is expressed by �� � ��j�������� On the other hand� we recommend not to use a variable
order quadrature with respect to j in an implementation of the hp�quadrature but rather to
employ the estimate �� � � since� for practical problems� the administration overhead for this
additional case dominates the asymptotic gain� This is done in the implementation discussed
in Section 	�

In any implementation of hp�boundary element methods one should choose quadrature order
n directly from relation ���� and ���� For a bound on the asymptotic complexity we further
simplify this relation

Proposition �� For large L� condition ���� is guaranteed for

nl �j� � O ��L jlog �j� � ����

Proof� For L large enough we put NL � L�� j� � L jlog �j� pKi � L� �� � � and obtain� for all
l and j

�nl log �� � 
� � �L jlog �j� log jlog�j� �L log �� � 
� �

Neglecting the second term and the constants log �� � 
� we obtain

nl � O ��L jlog �j� �

We consider now the �rst integral of the right hand side of ��	� approximated by Gau#�
Legendre tensor formulae

E ��
��
���j�

�Z ���j�

�

Z �

�

Z �

�

Z �

�
z� "H ��� "z �z�� d�dz �Gn�

��
Gn�
��
Gn�
z�
Gn�
z�
z� "H ��� "z �z��

�

Since ���j� is of the same order as �� we may assume for the quadrature error analysis that
���j� � �� The quadrature errors are estimated in the following

��



Theorem �� The one�dimensional quadrature errors El corresponding to the ��� ��� z�� z��
integration can be estimated by

El � C��
K��K�� �� � �l
���p

K
� �pK� �nl���l

with constants C and 
 depending only on the mapping � and the angles of �K� The numbers
�l� �l are given by

�l �

���
��

���i l � �� �
���� for l � ��
� otherwise�

�l �

���
��

� for l � �� ��
� for l � ��
� for l � ��

Proof� Let us �rst consider the error corresponding to the "z��integration We scale the
interval to ���� �� by "z� �t� � �� �t � �� �� resulting in

E� ��
��
�

max
��z���	�����	�

����
Z �

��
"z� �t� "H

�
��
�

�z��t	
�z��t	z�

��
d"z� �Gn�

t������	
h
"z� �t� "H

�
��
�

�z��t	
�z��t	z�

��i���� �
In ���� it was shown that the integrand above can be extended analytically with respect to t
onto an ellipse E�����	 with � � � � 
��� while

max
�t��z���	�D�

�

j"z�k� �"u ��� "z� � "z�j � M�

and
max

�t��z���	�D�
�

k"zk j"z�k� �"u ��� "z� � "z�j �M

holds with "z� � "z� �t� and D
� �� E�����	 
 ��� ��� Again� the constant M depends only on the

global kernel function� the initial mesh ��� and the mapping � The corresponding combinations
of basis functions can be estimated as follows Let ��i �"ui� �� �L�i � "�K�i� �"ui� Then

max
�t��z���	�D��

�

jB �"u� "u�j � C
��
K

����
max

�t��z���	�D�
�

������ �"u����� �"u������
�"u������

�"u��
��� �

Tracing back the coordinate transform it follows that

"�K�� �"u�� � �� � ��� � ������� �t � ��

"�K�� �"u�� � �� � ��� � z��� �t � ��

are contained in the ellipse E�����	 As in the proof of Theorem �	� it follows that

max
�t��z���	�D��

�

jB �"u� "u�j � C
��
K

����

�
� �




��

���pK� �pK� �
�

and

max
�t��z���	�D��

�

���BI
diff �"u� "u � "z�

��� � C��
K��K

�
� � �

��

���pK� �pK� ���

����
�

��



The leading factor ��� � z� �t�� ��� � z� �t� z�� can be estimated by ���� �� � 
�� Altogether�
we obtain

E� � C��

�
� �




��

���pK� �pK� �n����
��
K��K �

The estimates for the remaining variables are just a repetition of the arguments However� the
size of the ellipses changes due to the di�erent scaling of the variables For the z��integration
the interval is ��� �� and hence� �� � � � 
 For the �i integration� we may choose �l �
� � 
��i due to the scaling "ui � �i ��i � zi� The di�erent values of �l stem from the fact that
��� � z� �t�� ��� � z� �t� z�� can be estimated for the �� and �� integration by ���� while for the
z� integration we have ���� �� � 
�

Corollary �� The estimates for the second integral of the right hand side of ���� are the same
as in the previous theorem but the roles of z� and z� have to be interchanged�

To ensure ���� the quadrature orders have to be chosen such that El � N��
L L��L We

strictly recommend to use this condition in any computer realization of the hp�BEM instead of
the following asymptotic consideration� analogous to Proposition ��

Proposition �� Asymptotically� i�e�� for su�ciently large L� the quadrature orders have to be
chosen according to

nl � O ��L jlog�j� ����

where O ��� is uniform in L and � and � is as in ��	��

We sum up the foregoing considerations in

Proposition �� If the singular integrals �	�� are transformed as in ��	�� the integration
domain is subdivided according to ����� and Gaussian Quadrature is applied to the result�
ing integrals with orders ��	������� the consistency estimate �	�� holds� The total work for
the consistent quadrature of all singular integrals is bounded by WL � CL� �� jlog �jL�� �
C �� jlog�j��N����

L kernel evaluations�

��� Singular and near singular	 edge�parallel case

The singular and near singular� edge�parallel case is characterized by the following condition
Let Kx� Ky be two non�identical panels of �L The pull�backs on ��L are given by �Kx �� ��� �Kx�
and �Ky �� ��� �Ky� We assume that there are plane quadrangles with disjoint interior �K�

x�
�K�
y � �� which share exactly one edge and have the property that� at least� three edges of �Kx

belongs to � �K�
x and the same holds for �Ky and �K�

y  We use the following conventions and

notations For z � fx� yg� let fP z
i g��i�� denote the vertices of �K�

z with P x
� � P y

� and P x
� � P y

� 
Let �� �� kP x

� � P x
� k� dx �� kP x

� � P x
� k� and dy �� kP y

� � P y
� k Furthermore� let Xi� Yi denote

the vertices of Kx and Ky with X� � P x
� � X� � P x

� and Y� � P y
� � Y� � P y

�  If �Kx � �Kx 	� � we
assume that �Kx � �K�

x and �Ky � �K�
y  Figure � illustrates the situation

We have to design the quadrature formula such that they are robust with respect to any
possible aspect ratio of ��� d

x
�� and dy� Let the extended reference domains be de�ned by

��
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Figure �� Near�singular� edge�parallel case

"K�
x �� ��� ���
 ��� dx� and "K�

y �� ��� ���
 ��dy� �� The a�ne bilinear mappings

��x �u� � � P x
� �

u�
��

�P x
� � P x

� � �
u�
dx

�P x
� � P x

� � �
u�u�
��dx

�P x
� � P x

� � P x
� � P x

� �

��y �v� � � P x
� �

v�
��

�P x
� � P x

� �� v�
dy

�P y
� � P x

� �� v�v�
��dy

�P x
� � P y

� � P y
� � P x

� �

transporting "K�
x�y onto �K�

x�y de�ne the reference domains "Kx�y �� ���x�y
�

�Kx�y

�
 Due to Assump�

tion � we may assume for the following that

"Kx � ��� ���
 ��x� �x � �x� � "Kx � ��� ���
 ���y � �y���y�
with �x �� kX� �X�k� �y �� kY� � Y�k and �x�y �� dx�y � �x�y The composite mappings

�x�y �� � � ��x�y map "Kx�y onto the surface elements Note that� due to the chosen scaling� �x�y
does not depend on the side lengths of �Kx�y but only on the angles of �Kx�y and the mapping �
The kernel in local coordinates is given by

kloc �u� v� �� k ��x �u� � �y �v�� ����

and the combination of the basis functions de�nes

B �u� v� �� B���� �u� v� �� gx �u� gy �v�
�
��
� � "�Kx

�
�u�

�
��
� � "�Ky

�
�v� �

r��� �Kx

��� ��� �Ky

���
with the a�ne linear mapping "� de�ned as in the previous section The integral in parameter
coordinates takes the form

Ie �
Z
u� �Kx

Z
v� �Ky

kloc �u� v�B �u� v�dvdu� ����

����� Regularizing coordinate transformations

As in the previous section� we will �rst transform the integral into a sum of integrals over
domains Qj having a proper distance from the singularity and a further domain where the

��



kernel function is singular in a vertex such that simplex coordinates render the integrand
analytic Due to the choice of the local coordinate system and the assumption that � is bi�
Lipschitz continuous it follows that the kernel function is singular if and only if u � v� ie�
v� � u� � u� � v� � � Hence� we employ here one�dimensional relative coordinates and write

z� � v� � u�� z� � v�� z� � u�� ��	�

The domain of integration is described by the following system of inequalities

� � u� � ��� �x � z� � �x � �x

�u� � z� � �� � u�� ��y � �y � z� � ��y�
We exchange the order of integrations in u� and z� � this is justi�ed by Fubini$s theorem� observe
that kloc in ���� belongs to L�� "Kx
 "Ky� for �x � �y � �� see ����� An equivalent description of
the parameter domain is given by D� D�

D� �

�����
����
��� � z� � ��
��y � �y � z� � ��y�
�x � z� � �x � �x�
�z� � u� � ���

D� �

�����
����

� � z� � ���
��y � �y � z� � ��y�
�x � z� � �x � �x�
� � u� � �� � z��

����

The integral takes the form

Ie �
�X

j
�

Z
Di

kloc
��

u�
z�

�
�
�
z��u�
z�

��
B
��

u�
z�

�
�
�
z�
z�

��
du�dz

The integrand above de�nes the function H �u�� z� Replacing z� by �"z� and u� by "u� � "z� in
the �rst integral maps D� onto D� We obtain

Ie �
Z
D�

�H �"u� � "z�� "u�� "z�� "z�� � H �"u���"z�� "z�� "z��� d"u�d"z

We henceforth omit the hat from the variables u and z and denote D� In order to obtain a
four�dimensional tensor product domain we replace u� by u� ��� z�� �� � ��� � z�� and obtain

Ie �
Z ��

�

Z �
y

�
y��y

Z 
x��x


x

Z �

�
��� � z�� fH �u� ��� z�� � z���z�� z�� z�� ����

�H �u� ��� z�� ��z�� z�� z��g d�d"z�

The integrand above de�nes the function �H ��� z� The region Q of the z�integration is depicted
in Figure � We remark that

dist �Q� �� �
q
��x � ��y �� �� ����

The integrand �H in ���� is analytic on Q
 ��� �� but has a �near� singularity at z � � �see
Figure �� This and the problem of high aspect ratio are overcome by a judicious subdivision
of Q which we describe next �see also Figure � and Remark ��� Our aim is to split Q into
subdomains Qj such that diamQj � dist �Qj� �� and� for � � �� a cube Q� which contains the
singularity at a vertex and has sides of comparable length� uniformly in L

Without loss of generality we assume that �� � �x � �y Otherwise� one has to permute the

indices in the formulae below Let M� �� max ��� �x� and M� �� max ��� �y�� i� ��
j
log�

��
M�

k
� �

��
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Figure �� Subdivison of the domain Q into Qi� Q
I�II
j and Q�

and j� ��
j
log�

�x
M�

k
� � For z � f�� x� yg� we put �z�i �� ��i�z De�ne a sequence of domains

for i � �� �� �� � � � � i� and j � �� �� �� � � � � j�

Qi � � ����i��� ���i�
 ���y � �y� �y�
 ��x� �x � �x� �

QI
j � � ����j�i���� ���j�i����
 ���y � �y� �y�
 ��x� �x � �x�j�

QII
j � � ��� ���j�i����
 ���y � �y� �y � �y�
 ��x � �x�j��� �x � �x�j�

Q� � � ��� ���j��i����
 ���y � �y� �y�
 ��x� �x � �x�j����

If i� � � and%or j� � �� no subdivisions in the respective direction are performed One veri�es
that

dist �D� ��

diamD
� C � �� �D �

n
Qi� Q

I
j � Q

II
j

o
� ����

for � � i � i�� � � j � j� where C does not depend on �i and � Due to the geometric
re�nement algorithm we know that ���� holds also for D � Q� if � � � The integral takes the
following form

Ie �
i�X
i
�

Z
Qi

Z �

�

�H ��� z� d�dz �
j�X
j
�

	Z
QI
j

Z �

�

�H ��� z� d�dz �
Z
QII
j

Z �

�

�H ��� z� d�dz




�
Z
Q�

Z �

�

�H ��� z� d�dz� ����

We remark that some of the sums in ���� may vanish� depending on the size of � For � � �
the integrand of the last integral of ���� is singular We have to apply additional coordinate
transform in that case This is discussed in the sequel

As mentioned above the side lengths of Q� are of the same magnitude� namely� �x Hence�

"H ��� z� ��
���j��i����x�j���

��y
�H

	
��
���j��i���

�y
z�� z��

�x�j���

�y
z�



����

�	



has the same behaviour as �H We split Q� furthermore according toZ
Q�

Z �

�

�H ��� z� d�dz �
Z �y

�

Z �y

�

Z �y

�

Z �

�

"H ��� z� d�dz

�
Z �y

�

Z z�

�

Z z�

�

Z �

�

"H ��� z� d�dz �
Z �y

�

Z z�

�

Z z�

�

Z �

�

"H ��� z� d�dz�dz�dz�

�
Z �y

�

Z z�

�

Z z�

�

Z �

�

"H ��� z� d�dz�dz�dz��

The simplicial integration domain for the z�integration contains � as a vertex Hence� we apply
simplex coordinates

z��	 �"z� �� "z� ��� "z�� "z��
T for the �rst integral�

z��	 �"z� �� "z� �"z�� �� "z��
T for the second integral�

z��	 �"z� �� "z� �"z�� "z�� ��T for the last integral

and obtainZ
Q�

Z �

�

�H ��� z� d�dz �
Z �y

�

Z
����	�

"z�� "H
�
�� z��	 �"z�

�
d�d"z ����

�
Z �y

�

Z
����	�

"z�� "H
�
�� z��	 �"z�

�
d�d"z�d"z�d"z� �

Z �y

�

Z
����	�

"z�� "H
�
�� z��	 �"z�

�
d�d"z�d"z�d"z��

It will turn out that the integrands above are analytic and can be approximated by Gau#�
Legendre formulae Summarizing the transformations above we have shown that Ie can be
written in the form ���� with analytic integrands for the integration over Qi� Q

I
j � Q

II
j and either

analytic integrand for the integration over Q� or� in the case of � � �� analytic integrands in
the representation ���� Up to now no numerical approximation has been applied but only
regularizing coordinate transforms The splitting ���� and ���� is an exact representation of
the initial integral In the next subsection we will discuss numerical quadrature along with the
corresponding error analysis

����� Numerical quadrature and error analysis

For the approximation of each integral we employ tensor product Gau#�Legendre formulas
Gn�
z�
Gn�
z�
Gn�
z�
Gn�
� of orders nl possibly di�erent for di�erent variables and di�erent integration

domains For i � �� �� � � � i�� we de�ne the quadrature error Ei�� by

Ei�� �� jQc
�j max

�zc�����Qc
�	����	

�����
Z ���i

���i��

�H ��� z� dz� �Gn�
z������i������i	

�H ��� z�

����� �
with Qc

� � ���y � �y�
� �y� 
 ��x� �x � �x�� while the remaining errors� Ei�l� E
I
j�l� E

II
j�l � E

�
l �

l � f�� �� �� �g� are de�ned analogously The total quadrature error E will be estimated� using
Proposition �� as in ����� by a sum of ��dimensional quadrature errors�

���Ie � �Ie
��� � C

�X
l
�

��
�
	
i���X
i
�

Ei�l



�

�
�j���X

j
�

X
R�fI�IIg

ER
j�l

�
A� E�

l

�
� � ����

In the singular case� ie � � �� the error E�
l has to be split into E�

l �
P�

k
�E
�
k�l where� for

k � f�� �� �g� E�
k�l corresponds to the kth integral of ���� We estimate these errors with the

aid of Propositions �� and ��

��



Theorem �� Let � � �� This implies in particular that � � C�y� Then the quadrature errors
can be estimated by

Ei�l � C�Kx
�Ky

�

s
�y
�x

�� � �l
�ql��nl

where the constants 
 and C depend only on �� ��� and the angles of �Kx� �Ky� The numbers ��
ql and �l are given by � � �x����i and

ql �

������
�����

pKx
� � p

Ky

� � � z��integration�

p
Ky

� z��integration�
pKx
� z��integration�

pKx
� � p

Ky

� ��integration�

�l �

�����
����

� l � ��
���i����y l � ��
���i����x l � ��
���� l � ��

The quadrature errors corresponding to the domains QI�II
j are given by replacing ���i�� and �x

by �x�j��� The quadrature errors for the domain Q� are given by replacing ���i�� and �x by �y�
In all those cases� � equals ��

Proof� Let us �rst consider the error Ei�� of the z��integration for the domain Qi� ie�Ei�� In
order to apply Proposition �� we have to transport the integral to the unit interval ���� �� by
z� � z� �t� � ���j��

�
�t � �� yielding

Ei�� ��
���i���x�y

�
max

�zc�����Qc
�	����	

����
Z �

��
�H ��� z� dt�Gn�

t������	 �H ��� z�
���� �

The integrands above were de�ned in ���� by

�H ��� z� � ��� � z�� fH �u� � z�� u�� z�� z�� � H �u���z�� z�� z��g

with u� � � ��� � z�� In the following we consider only the �rst summand above since the
second one has the same behaviour Tracing back the coordinate transform we obtain

�H� ��� z� � ��� � z�� kloc
��

u��z�
z�

�
�
�
u�
z�

��
B
��

u��z�
z�

�
�
�
u�
z�

��
� ����

In ���� Lemma ��� it was shown that �H� ��� z� can be extended analytically to D� �� E����� 

Qc

� 
 ��� �� with �� � � � 
 dist�Qi��	
���i��

� � � 
� while kloc can be estimated by

max
�t�zc�����D��

���kloc ��u��z�z�

�
�
�
u�
z�

����� � C

����i��

�

The estimate

max
�t�zc�����D��

���B ��u��z�
z�

�
�
�
u�
z�

����� � C
�Kx�Ky

��
p
�x�y

�� � 
�p
Kx
� �p

Ky
� ��	�

follows as in the proof of Theorem �	 The leading factor ��� � z�� is estimated by �� �� � 
�
Summarizing we have shown that

Ei�� �� C�Kx�Ky

p
�x�y

����i��
�� � 
�p

Kx
� �p

Ky
� ����n� �

��



The proof for the remaining variables is the same However� due to the possibly di�erent
side lengths of Qi as� eg �x � ��� the sum of the semiaxes might be larger We have
�� � � � 
 dist �Qi� �� ��y � � � 
���i����y and analogously� �� � � � 
���i����x� �� � � � 
���
The leading factor ��� � z�� in these cases can always be estimated by �� The di�erent powers
ql of the assertion correspond to di�erent exponents in ��	� for the di�erent variables

The estimates for the integrals over QI�II
j are just a repetition of the arguments taking the

modi�ed side lengths and distances into account
In order to adapt the quadrature error to the required consistency one has to chose the orders

of the Gau# formulae such that E � CN��
L L��L In view of the sum ���� this is guaranteed if

Ei�l � CN��
L L��L�i�� EI�II

j�l � CN��
L L��L�j�� E� � CN��

L L��L� ����

Together with the above error bounds� this gives rules for the minimum number of Gauss points
to be used We recommend to use these conditions together with the error estimates above
to determine the precise quadrature order However� for an investigation of the asymptotic
complexity� we simplify the bounds on the quadrature orders as follows

Proposition �
 For L large enough� the orders of the integration have to be chosen according
to

n � O �� jlog �jL� �

Proof� The assertion follows by the same arguments as in the proof of Proposition ��
We come now to the integral over Q� in the case that � � � As mentioned before� this

integral is approximated by replacing the integrals in ���� by Gau#�Legendre formulae

Theorem �� Let � � � and consider the approximation of the integrals ���� by Gau��Legendre
formulae Gn�

z�G
n�
z�G

n�
z�G

n�
� � The corresponding errors are denoted by E�

k�l� l � f�� �� �� �g and
k � f�� �� �g� Then the estimate

E�
��l � C�Kx�Ky

s
�y
�x

�� � �l
�ql��n�

holds with

�l �

���
��

���y z��integration�
� z����integration�
���� ��integration�

ql �

�������
������

���pKx � pKy

���� � l � ��

p
Ky

� l � ��
pKx
� l � ��

pKx
� � p

Ky

� l � ��

The estimates of E�
k�l are the same as above but the indices of "zi have to be interchanged

appropriately�

Proof� Due to the chosen scaling we may assume for the quadrature error analysis that� in
view of ����� �y � ���i��j��� � �x�j��� holds Let k � � and consider the "z��integration We
scale the domain of integration onto ���� �� by "z� �t� �� �y

�
�t � �� Analogously as in the

case of identical panels� one proves that the determinant of the simplex coordinates� ie "z�� �
cancels the kzk�� singularity of the kernel function rendering the integrand analytic in any
compact neighborhood of the integration interval Hence� we choose the domain of analyticity

��



by D� �� E����� 
 ��� ��� with �� � � � 
��y As in the previous proof it su�cient to consider

the function "z�� �H�

�
�� z��	 �"z�

�
of ���� The factor kloc ��� �� is bounded on D� by a constant

independent of ��� �x� and �y We have to investigate the arguments of the basis functions All
of them lie in the ellipse E����� yielding with Proposition ��

max
�t��zc�����D��

���B �������z�	�z�
z�z�

�
�
�
�����z�	
z�z�

����� � C
�Kx

�Ky

��
p
�x�y

�� � 
��y�
pKx�pKy

� �	��

The factor ��� � "z�� can be estimated by �� �� � 
��y� yielding

E�
��� � C�Kx

�Ky

s
�y
�x

�� � 
��y�
pKx�pKy����n� �

The estimate for the other variables is just a repetition of the arguments above However� due
to the scaling of the "z� and "z��integration� the sum of the semi�axes is only ���� � � � 
� while
for the ��integration we have �� � � � 
��� On the other hand� the powers of �l in �	�� are
reduced We obtain

max
�t��zcl ����D�l

���B ��������z�	��z�
�z��z�

�
�
�
�����z�	

�z��z�

����� � C
�Kx�Ky

��
p
�x�y

�� � �l
�ql � l � �� �� �� ��

with q� � p
Ky

� � q� � pKx
� � q� � pKx

� � p
Ky

�  The leading factor ��� � "z�� can be estimated by ��
The estimates for the error Ek�l� k � f�� �g can be derived by a cyclic permutation of the

indices of the "zi�integration
As already mentioned the quadrature orders have to be chosen such that E�

k�l � CN��
L L��L

holds Repeating the arguments of Proposition �� it follows that� for L large enough� the
quadrature orders n behave like n � O ��L jlog �j�

In summary� we have shown

Proposition �� All singular and near singular integrals AII� in ���� can be computed with
variable order� composite quadratures based on the subdivision ���� and ���� with quadrature
orders given� for the non�singular cases� by Theorem �� in combination with ���� and for
the singular case by Theorem �� to the accuracy �	�� with work W � CL� ��L jlog�j�� �
C �� jlog�j��N����

L kernel evaluations� Here C depends on � and �� but is independent of L�

��� Singular	 near�singular and regular far
eld case

����� Regularizing coordinate transforms

Let Kx� Ky � �L be two panels which are neither identical nor belong to the edge parallel
singular or near singular case discussed before This implies in particular that Kx�Ky is either
empty or a vertex In this section we will consider the approximation of the integrals

Ip ��
Z
Kx	Ky

k �x� y��Kx

� �x��
Ky

�� �y� dydx�

Let the pullbacks on �� be denoted by �Kx�y � ��� �Kx�y� while fXig��i��� fYig��i�� are the

vertices of �Kx�y �counterclockwise ordering� The following de�nitions are illustrated in Figure
�

��
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Figure �� Singular far�eld case

Without loss of generality we assume that � �� dist
�

�Kx� �Ky

�
� kX� � Y�k Let �x� ��

kX� �X�k� �x� �� kX� �X�k� and �y� �� kY� � Y�k� �y� �� kY� � Y�k The parameter domains
in the plane are given by "Kx � ��� �x��
 ��� �x�� and "Ky �� ��� � �y�����
 �����y�� The a�ne

bilinear mappings ��x�y � "Kx�y � �Kx�y are given by

��x �u� � X� �
u�
�x�

�X� �X�� �
u�
�x�

�X� �X�� �
u�u�
�x��

x
�

�X� �X� � X� �X�� �

��y �u� � Y� � �v� � ��

�y�
�Y� � Y��� v�

�y�
�X� �X�� �

�v� � �� v�
�y��

y
�

�X� �X� � X� �X�� �

The transformation onto the surface panels is then given by �x�y �� � � ��x�y and is independent
of the side lengths of Kx�y It depends only on the angles of �Kx�y and the mapping � The
kernel in local coordinates is de�ned by

kloc �u� v� �� k ��x �u� � �y �v�� �

The local kernel is analytic if � � � For � � �� kloc is singular if and only if u � v� ie�
u � v � � Hence the relative coordinates in this case reduces to a renaming of the variables
For l � �� � we set

zl � ul� z��l � vl�

The combination of the basis functions with the determinants of the Jacobi matrices de�nes the
function B �u� v� as in the previous section In order to simplify the notation we write kloc �z�

instead of kloc
��

z�
z�

�
�
�
z�
z�

��
and B �z� is de�ned analogously In local coordinates the integral Ip

takes the form
Ip ��

Z
�Kx	 �Ky

kloc �z�B �z� dz�

We �rst have to split the integration domain into subdomains Qi such that either �diamQi� �
dist �Qi� �� or � is a vertex of Qi Without loss of generality we assume that �x� � �y� � �x� � �y�
Let M� �� max ��� �y��� M� �� ��� �x��� M� �� ��� �y�� and de�ne

i� ��
j
log�

�x�
M�

k
� �� j� ��

j
log�

�y�
M�

k
� �� k� ��

j
log�

�x�
M�

k
� ��

��



and de�ne the domains fQig��i�i� �
n
QI�II
j
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��j�j�
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with �zk�m �� ��m�zk for z � fx� yg and k � f�� �g The integral Ip takes the following form

Ip � �
i�X
i
�

Z
Qi

kloc �z�B �z� dz �
j�X
j
�

IIX
R
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Z
QR
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�
k�X
k
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VX
R
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Z
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Z
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By our splitting strategy we have guaranteed that

diamQ

dist �Q� ��
� C� �Q �

n
Qi� Q

I�II
j � QIII�IV�V

k

o

where i� j� k range as explained above This estimate also holds for Q� for � � � If � � �� then�
all side lengths of Q� are of order �y� Note that� if the distance � of the panels is large compared
to the side lengths� ie � � �x�� the splitting �	�� reduces to the integral over Q� � "Kx 
 "Ky
All integrands in �	�� are analytic except the last one if � � � The integrand is singular in Q�

if and only if � � � In that case we have to split the integration furthermore
For the following� we assume that � � � Since the side lengths of Q� are of equal magnitude�

the function

"H �"z� � �
�x��i��j��k����
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��i��j���

��y��
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T

has the same �singular� behaviour as the integrand of Q� The integration domain is split
according toZ

Q�

kloc �z�B �z� dz �
Z
����y��

�
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For the kth integral� k � f�� �� �� �g� we introduce ��dimensional simplicial coordinates by

"z
�k	
i ��� �

�
�i for i � k�
�k�i otherwise�

for � � i � ��

This leads us to the representation

Z
Q�

kloc �z�B �z� dz �
�X

k
�

Z �y�

�

Z
����	�

��k "H
�

"z�k	 ���
�
d�ckd�k �	��

with �ck de�ned by ���� We will see that the integrands on the right hands side are analytic and�
hence� Gau#�Legendre formulae will converge exponentially Summarizing the transformations
above we conclude that the initial integral Ip can be split into �	�� where either all integrands
are analytic or� in the case of � � �� after replacing the integral over Q� by �	�� all integrands
are analytic Again� we emphasize that� up to this point� no numerical approximation of the
integral has been applied� but only regularizing splittings and coordinate transforms

����� Numerical quadrature and error estimates

All integrals in �	�� except the last one are approximated with tensor Gau#�Legendre quadrature
with possibly di�erent orders for di�erent variables and integration domains The integral over
Q� is replaced by Gau#�Legendre quadrature� too� if � � � Otherwise the representation �	��
is employed and the four integrals are replaced by Gau#�Legendre quadrature The convergence
of the formulae are considered in the following For i � �� �� � � � i�� we de�ne the quadrature
error Ei�� by

Ei�� �� jQc
�j max

zx��Qc
�

�����
Z �x��i

�x��i��

H �z� dz� �Gn�
z����x��i����x��i�

H �z�

����� �
with Qc

� � ��� �x�� 
 ��� � �y��
� �� 
 ���y�� �� and H �z� �� kloc �z�B �z� The remaining
errors� Ei�l� E

I�II
j�l � EIII�IV�V

k�l � E�
l � l � f�� �� �� �g� are de�ned analogously The total quadrature

error E will be estimated� using Proposition �� as in ����� by a sum of ��dimensional quadrature
errors�

���Ip � �Ip
��� � C

�X
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�

��
�
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In the singular case� ie � � �� E�
l has to be split into E�

l �
P�

k
�E
�
k�l where� for k � f�� �� �� �g�

E�
k�l corresponds to the kth integral of �	�� We estimate these errors with the aid of Propositions

�� and �� The details are in the following

Theorem � Let � � �� Then the quadrature errors can be estimated by

Ei�l � C�Kx�Ky� �� � �l
�ql��n �	��

where the constants C and 
 depend only on ��� �� and the angles of �Kx� �Ky� The numbers ��
ql� and �l are de
ned by

� �
jQijr��� �Kx

��� ��� �Ky

���dist� �Qi� ��
� ql ��

�
pKx

l l � �� ��

p
Ky

l�� l � �� ��
�l �

dist �Qi� ��

Dl

��



where Dl denotes the length of the integration interval of zl� The estimates of the remain�
ing errors are given by just replacing Qi and Dl in the formulae above by the corresponding
integration domains and interval lengths�

Proof� The proof is the same as the proof of Theorem �� by taking into account the arising
scales of the sides of the cube Qi and the arguments of the basis functions Hence� we skip the
details

Remark �� From de
nition of the domains Qi� Q
I�II
j � and QIII�IV�V

k � it follows directly that

the constant � in ��	� always can be bounded from above by
q
�x��

y
�� ��x��

y
��� Furthermore� due

to the assumption on the side lengths �x�y��� � we get the �possibly rough� estimate � � ��

For � � �� it remains to consider the quadrature error for �	��

Theorem �� Let � � � and E�
k�l as de
ned above� Then the error corresponding to the zl

integration can be estimated by

E�
��l � C

�Kx�Ky�
y
�r��� �Kx

��� ��� �Ky

��� �� � �l
�ql��n

with �� � ���y� and �l � � for l � �� The powers ql are given by

ql �

�������
������

���pKx � pKy

��� l � ��

pKx
� l � ��

p
Ky

� l � ��

p
Ky

� l � ��

The estimates of the remaining errors E�
k�l are given by a cyclic permutation of the indices�

Proof� Again� the proof is just a repetition of the arguments in the proof of Theorem ��
Hence� we skip the details

In order to satisfy the consistency requirements the orders have to be chosen such that

Ei�l � N��
L L��L�i�� EI�II

j�l � N��
L L��L�j�� EIII�IV�V

k�l � N��
L L��L�k��

E�
l � N��

L L��L for � � �� E�
k�l � N��

L L��L for � � ��

The asymptotic behaviour is considered in the following

Proposition �� Asymptotically� i�e�� for L large enough� the quadrature orders satis
es

n � O ��L jlog�j�

while the total work for all singular� near�singular and regular far
eld integrals is bounded by

W � CL� ��L jlog�j�� � C �� jlog �j��N����
L �

��



� Numerical Experiments

In this section we present the numerical results of an implementation of the fully discrete hp�
Galerkin BEM The domain 
 was chosen as the half tube depicted in Figure � The initial
grid consists of �� panels The geometric grading parameter was chosen as � � ��� �this will
be justi�ed ahead� The polynomial degree vector was determined by the choice � � � and
L� � � resulting in a �relatively� small dimension of the space V L �� V L

	�
p We have used the
procedure �geometric re�nement� of Section ��� for the mesh re�nement and the procedure
�polynomial re�nement� of Section ��� for setting up �p� the polynomial degree distribution
The following table lists the number of elements� the maximal polynomial degree pmax� and
the number of unknowns NL �ie the dimension of V L�� the number of iterations used by the
solver and the overall CPU�time �ie the time for quadrature and linear system solution� used
for this example

Level & of panels pmax NL � dimV L & of iterations CPU�sec�
� �� � �� �� ��e��
� �� � �� �� ����
� ��	 � ��� �� ���	
� ��� � ��� �� ����
� ��	 � ���� �� ����
� ��� � ��	� �� ����	

We have used the precise panel�wise quadrature error bounds together with the consistency
requirements derived in the previous sections to determine the optimal quadrature orders We
avoided� however� the use of variable order quadrature on subdivided panels in order to reduce
the number of case statements in the code Instead� we used slightly pessimistic estimates as
outlined in Remark �� and Remark ��

To verify the sharpness of our estimates� we have considered the boundary value problem

'u � � in 
� u � � on �


with � �x� � x� Clearly� the exact solution is given by u �x� � x� We have employed the
double layer ansatz

u �x� � � �

��

Z
�

hn �y� � y � xi
kx� yk� f �y�dy �	��

leading to the following integral equation for the density f

��� �x�� �

��

Z
�

hn �y� � y � xi
kx� yk� f �y� dy � f �x� x � � �	��

Note that although the solution u�x� is smooth in 
� the density f exhibits singularities due
to the nonsmoothness of the domain making an accurate solution of �	�� nontrivial We have
solved this integral equation with the fully discrete Galerkin BEM We know that under As�

sumption �� the Galerkin solution converges exponentially in interior points x � 


 To avoid

cancellation errors due to symmetry e�ects we have chosen the points P� � ������ ���� �����T

and P� � ������ ����� ����T for the evaluation of the potential u and the approximation uL which

��



was obtained by inserting the fully discrete Galerkin solution fL of �	�� corresponding to the
subspace V L into �	�� Then� for i � �� �� we put

eiL �� ju �Pi�� uL �Pi�j �

The discrete system was solved by an iterative solver of generalized conjugate residual type
The precise de�nition of the algorithms can be found in ���� We emphasize that the time for
solving the linear system is completely negligible compared to the CPU�time for generating the
system of linear equations As predicted by our theoretical results� the number of iterations for
the solution process does not increase for increasing problem sizes since the condition number is
bounded independently of L About �� iterations in each level were needed to get the residual
in the Euclidean norm �and� by Lemma �� also in the k�kL���	�norm� smaller than ��e���

The following plots show the convergence history of our method We expect a convergence
behaviour with respect to the re�nement level L as

eiL � L����L

and� hence� a plot of log eiL versus L should be approximately a straight line as shown in Figure
�
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By Theorem �� the error as a function of the work should behave like

eiN �
p
N��� �pN

and hence a plot of log eiL versus the fourth root of the degrees of freedom should be approxi�
mately a straight line The corresponding graph is depicted in Figure �

�	
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The main result of our investigation� however� is the error versus the CPU�time The
convergence with respect to the CPU�time should be exponential as well We have shown that
the CPU�time is bounded by L�� resp N����

L  To verify the sharpness of this estimate� we plot
log eiwork versus the ��th root of the CPU�time in Figure 	

In order to show the superiority over algebraic convergence behaviour� we have added a
plot of eiwork versus work in a log�log scale in Figure � The exponential convergence is clearly
visible

We emphasize that a comparison with other codes as� eg� the results reported in ���� for the
h�version Galerkin BEM� show that the hp�method is a fast method also for moderate problem
sizes and moderate accuracies We further point out that� due to the high convergence rate
of the method� the size of the sti�ness matrix is moderate and its storage is not as severe a
problem as in the h�version of the BEM

We close with a comment on the sharpness of the work estimate given in Proposition ��
Figure �� shows that the upper bound of CN���� given in Proposition �� is actually sharp
and already attained for a moderate number of degrees of freedom N � as could be expected
from Figure 	 This allows heuristically to give an optimal selection of the grading factor �
We have from Theorem � �omitting terms algebraic in L� that error � C��L holds and from
Proposition �� that W � L����j log �j�� Ignoring constants �which depend weakly on ��� the
work to achieve a certain �small� tolerance tol can be determined in terms of tol� �� � to be
W � j ln tolj���j� ln�j� This clearly indicates that in order to optimize error versus work� it is
advantageous to select � � ��� rather than � � ����� as suggested by approximation theoretic
considerations alone ��� This was also clearly visible in our numerical experiments

��
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� Concluding remarks

In summary� we have presented quadrature methods for all types of integrals arising in hp�
Galerkin BEM in ��d They were based on relative coordinates� an geometric splitting of the
integration domain� regularizing coordinate transforms� and tensor product Gaussian quadra�
ture We showed how to compute exponentially convergent approximations of the system matrix
satisfying ���� with work growing algebraically with the degrees of freedom The quadrature
methods are fully automatic� ie� independent of the explicit form of the kernel function� the
parametrization and the shape function We have presented the double layer potential in Sec�
tion � merely as an example of a kernel which satis�es our abstract requirements on the kernel
function It follows that an integrator based on our strategy will integrate a much broader class
of integral equations by just replacing the subroutine which evaluates the kernel function at
certain surface points This class includes� for example� the kernel functions of the Helmholtz
equation� the Lam(e equation and the Stokes equation and in particular all weakly singular
kernels for second order elliptic problems in lR

�
We analyzed here in detail the impact of the quadrature errors on the convergence rate of the

Galerkin boundary element discretization for second kind integral equations or more generally�
integral operators of order zero� under the assumptions of stability ���� and regularity u � B���
of the exact solution Such regularity results appear to hold for a wide class of integral operators
on piecewise analytic surfaces � ��� ��� The stability of the Galerkin scheme based on V L is
trivial for �rst kind equations� but has been established for the second kind equations discretized
here essentially only for convex polyhedra ��� It likely holds� however� also for polyhedra with
curved� analytic sides and convex edge and vertex angles �	�

Our quadrature error estimates apply� however� with minor modi�cations to weakly and
hypersingular integrals In the hypersingular case� the regularization of the integrals has to

��
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be done on the continuous level� ie prior to discretization �cf ���� Section 	��� ����� �����
����� These regularizations render the integrand Cauchy�singular and hence� the techniques
presented above can be applied directly

The implementation of the coordinate transformations can be checked for simple test kernels
as� eg polynomials� and should then work for all kernels which satisfy our assumptions The
selection rules for the number of Gauss points based on our quadrature error estimates are
somewhat complicated at �rst sight However� we found it essential that the lowest possible
number of quadrature points su�cient to ensure the consistency is used� since simpli�ed �upper�
bounds for them result in substantially larger CPU�times at essentially no improvement in
accuracy

The estimates for the asymptotic complexity of the quadrature orders are rather rough The
e�ect of increasing distance from the singularity has been neglected and the di�erent orders
for the di�erent variables as well In practical implementations� however� it is essential to
choose the quadrature orders directly from the error representations to obtain a method that
is competitive also for practical problem sizes

The numerical experiments fully con�rmed our error and complexity estimates and indicated
strongly that they are sharp In order to achieve a given tolerance tol with the fully discrete
method in minimal work� it appears best to utilize geometric meshes with grading factor � � ���
rather than � � ���� This is due to the strong dependence of the quadrature work on � and
con�rmed by our work estimates as well as by numerical experience This is important since
geometric meshes with grading factor ��� are typically generated by adaptive mesh�re�nement
algorithms
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