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Introduction

Presentation of the text

This text consists in notes on a series of lectures given in March 2004 in the De Giorgi center
during a semester about ”Phase Space Analysis of Partial Differential Equations”. The goal
of those lectures was to study the incompressible Navier-Stokes system in Rd with d = 2
or d = 3 and to show what could be the impact of techniques of localization in frequency
space in the study of this system.

The first chapter is devoted to the basic study of this system. Using essentially Sobolev
embedding, we prove global wellposedness in R2 in the energy space and local wellposedness
in L4

loc(Ḣ
1) with initial data in Ḣ

1
2 in R3 and also local wellposedness in L3(R3). Each time,

local wellposedness becomes global for small data. The crucial role of the scaling is pointed
out. Then we shall study the influence of the special structure of the Navier-Stokes equations:
in particular in dimension two, it is globally wellposed and in dimension three, global solutions
are globally stable. At the end of this chapter, we develop an elementary Lp approach. We
proved in particular global wellposedness results for small initial data in L3(R3).

In the second chapter, we introduced Littlewood-Paley theory, which is the theory that
describes the regularity of tempered distributions in terms of decay in Fourier spaces. We
expose the basis of Bony’s paradifferential calculus, in particular precized product law. We
also translate some smallness condition given in the first chapter in terms of Besov spaces.

In the third chapter, we interpret some results of the second chapter in terms of Littlewood-
Paley theory. As an illustration, we study the problem of the existence and uniqueness of
trajectories for scaling invariant solutions of Navier-Stokes equations. This is an opportunity
to revisit Cauchy-Lipschitz theorem.

In the last chapter, we present an anisotropic model of the incompressible Navier-Stokes
system coming from the study of geophysical fluids; in this three dimensionnal model, the three
dimensionnal laplacian becomes a bidimensionnal laplacian. The purpose of this chapter is to
prove wellposedness result for this sytem in scaling invariant spaces. The main point of this
chapter is that the structure of the non linear part of the incompressible Navier-Stokes system
is used in a crucial way.
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Chapter 1

Incompressible Navier-Stokes
system with elementary methods

1.1 Introduction

Let us recall what is incompressible Navier-Stokes system.

(NSν)


∂tv + v · ∇v − ν∆v = −∇p

div v = 0
v|t=0 = v0,

where v(t, x) is a time dependant vector field on Rd, and

div v =
d∑

j=1

∂jv
j , v · ∇ =

d∑
j=1

vj∂j and ∆ =
d∑

j=1

∂2
j .

We restrict ourselves to the whole space Rd. In terms of fluid mechanics, it means that we
neglect boundary effects. Moreover, we shall only consider the two physical dimensions d = 2
and d = 3. For a much more detailed introduction to incompressible Navier-Stokes system,
the reader can consult [4], [17] and [54]. For a complete and up to date bibliography, see [4].

In this introduction, we shall point out some very basic facts about this system. The first
one is the weak form of the Navier-Stokes system. Using Leibnitz’s formula, it is clear that,
when the vector field v is smooth enough, we have that

v · ∇v = div(v ⊗ v) where div(v ⊗ v)j def=
d∑

k=1

∂k(vjvk) = div(vjv).

So the Navier-Stokes system may be written as

(NSν)


∂tv + div(v ⊗ v)− ν∆v = −∇p

div v = 0
v|t=0 = v0.

The advantage of this formulation is that it makes sense for more singular vector field than
the previous one and this will be useful quite frequently.

The second one is the energy estimate. All the following computations are formal ones
that will become rigourous in the different chapters of this text. So, taking the scalar product
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of the system in L2 with the solution vector field v gives

1
2
d

dt
‖v‖2

L2 + (v · ∇v|v)L2 − ν(∆v|v)L2 = −(∇p|v)L2 .

Using formal integrations by part, we may write that

(v · ∇v|v)L2 =
∑

1≤j ,k≤d

∫
Rd
vj(∂jv

k)vkdx

=
1
2

∑
1≤j≤d

∫
Rd
vj∂j(|v|2)dx

= −1
2

∑
1≤j≤d

∫
Rd

(div v)|v|2dx

= 0.

Moreover, we obviously have that −ν(∆v|v)L2 = ν‖∇u‖2
L2 . Again by (formal) integration by

part, we have that

−(∇p|v)L2 = −
d∑

j=1

∫
R2
vj∂jpdx

=
∫
R2
p div v dx

= 0.

So, it turns out that, still formally,

1
2
d

dt
‖v(t)‖2

L2 + ν‖∇v(t)‖2
L2 = 0,

and by integration that

‖v(t)‖2
L2 + 2ν

∫ t

0
‖∇v(t′)‖2

L2dt′ = ‖v0‖2
L2 . (1.1)

This basic a priori estimate allowed J. Leray to prove in 1934 the following theorem.

Theorem 1.1.1 Let u0 be a divergence free vector field in L2(Rd). Then a solution u of (NSν)
exists in the energy space

L∞(R+;L2) ∩ L2(R+; Ḣ1)

such that the energy inequality holds, namely

‖u(t)‖2
L2 + 2ν

∫ t

0
‖∇u(t′)‖2

L2dt′ ≤ ‖u0‖2
L2 .

In this theorem, the concept of solution must be understood, as in all that follows, in the
following sense. We shall say that u in a solution of (NSν) on [0, T )×Rd if u belongs to L2

locally in [0, T )×Rd and if for any function Ψ in C1(R+;S(Rd)d) and divergence free,∫
Ω
u(t, x) ·Ψ(t, x) dx +

∫ t

0

∫
Ω

(
ν∇u : ∇Ψ− u⊗ u : ∇Ψ− u · ∂tΨ

)
(t′, x) dxdt′

=
∫
Ω
u0(x) ·Ψ(0, x) dx+

∫ t

0
〈f(t′),Ψ(t′)〉 dt′.

Moreover, J. Leray proved in 1934 the following theorem.
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Theorem 1.1.2 If d = 2, solutions given by the above theorem are unique, continuous with
value in L2(R2) and satisfies the energy equality

‖u(t)‖2
L2 + 2ν

∫ t

0
‖∇u(t′)‖2

L2dt′ = ‖u0‖2
L2 .

We shall not prove Theorem 1.1.1. For a proof of it, we refer to the magnificent original paper
by J. Leray (see [41]). For a modern proof, see for instance [14] or [17].

As we are working in the whole space Rd, we can compute the pressure. Applying the
divergence operator to the system (NSν), we get

∂t div v +
∑

1≤j,k≤d

∂j∂k(vjvk)− ν∆ div v = −∆p.

The stationary condition div v = 0 implies that

−∆p =
∑

1≤j,k≤d

∂j∂k(vjvk).

So formally, we have that

p = −
∑

1≤j,k≤d

∆−1∂j∂k(vjvk) with ∆−1∂j∂ka
def= F−1(|ξ|−2ξjξkâ). (1.2)

In all this chapter, we shall denote by Q any bilinear map of the form

Qj(u, v) def=
∑

k,`,m

qj,m
k,` ∂m(ukv`),

where qj,m
k,` are Fourier multipliers of the form

qj,m
k,` a

def=
∑
n,p

αj,m,n,p
k,` F−1

(ξnξp
|ξ|2

â(ξ)
)

with αj,m,n,p
k,` ∈ R .

We shall denote by QNS the particular one related to Navier-Stokes equation, namely

Qj
NS(u, v) def= div(vju)−

∑
1≤k,`≤d

∂j∆−1∂k∂`(ukv`).

Now the incompressible Navier-Stokes system appears as a particular case of

(GNSν)

{
∂tv − ν∆v +Q(v, v) = 0

v|t=0 = v0.

with the quadratic operator Q define above. Let us define B(u, v) (resp. BNS(u, v)) by{
∂tB(u, v)− ν∆B(u, v) = Q(u, v) (resp. QNS(u, v))

B(u, v)|t=0 = 0.

Now solving (GNSν) (resp. (NSν)) can be seen as finding a fixed point for the map

u 7−→ eνt∆u0 +B(u, u) (resp. BNS(u, u)).

In all this chapter, we shall solve (GNSν) or (NSν) using a contraction argument in a well
choosen Banach space. It is based on the following classical lemma, that we recall for the
reader’s convenience.
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Lemma 1.1.1 Let E be a Banach space and B a bilinear map continuous from E×E into E
and α a positive number such that

α <
1

4‖B‖
with ‖B‖ def= sup

‖u‖≤1
‖v‖≤1

‖B(u, v)‖.

Then for any a in the ball B(0, α) of center 0 and radius α of E, a unique x exists in the ball
of radius 2α such that

x = a+ B(x, x).

Moreover, we have ‖x‖ ≤ 2‖a‖.

Proof of Lemma 1.1.1 It consists in applying the classical iterative scheme define by

x0 = a and xn+1 = a+ B(xn, xn).

Let us first prove by induction that ‖xn‖ ≤ 2α. Using this hypothesis on α, we get, by
definition of xn+1,

‖xn+1‖ ≤ α(1 + 4α‖B‖) ≤ 2α.

Thus the sequence remains in the ball B(0, 2α). Then

xn+1 − xn = B(xn, xn)− B(xn−1, xn−1)
≤ B(xn − xn−1, xn) + B(xn−1, xn − xn−1).

Then we have
‖xn+1 − xn‖ ≤ 4α‖B‖ ‖xn − xn−1‖.

The hypothesis 4α‖B‖ < 1, makes that (xn)n∈N is a Cauchy sequence in E the limit of which
is a fixed point of x 7→ a+B(x, x) in the ball B(0, 2α). This fixed point is unique because if x
and y are two such fixed points, then

‖x− y‖ ≤ ‖B(x− y, y) + B(x, x− y)‖ ≤ 4α‖B‖ ‖x− y‖.

The lemma is proved.

If we want to get global solutions of (GNSν) or (NSν) with such method, we need to
use spaces the norm of which is invariant under the transformations that preserve the set
of global solutions. This set contains the following transformations, called in the literature
”scaling transformations”. They are defined by

uλ(t, x) def= λu(λ2t, λx)

The use of the fixed point method explained in Lemma 1.1.1 imposes to consider only scaling
invariant spaces. Let us give examples of such spaces:

L∞(R+;Ld(Rd)), L∞(R+; Ḣ
d
2
−1), L4(R+; Ḣ

d−1
2 ), L∞(R+; Ḣ

d
2
−1) ∩ L2(R+; Ḣ

d
2 ).

Let us point out that, when d = 2, the scaling invariant space

L∞(R+;L2) ∩ L2(R+; Ḣ1).

is the energy space, the norm of which appears in the formal conservation of energy (1.1).
This is the key point in the proof of Theorem 1.1.2.
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In the case when d = 3, this energy space is below the regularity which provides scaling
invariant spaces, namely H

1
2 . We can interpret this saying that in dimension d = 2, the global

existence of regular solutions of Navier-Stokes system is a critical problem, solved by J. Leray
in 1934. In the case when d = 3, this can be interpreted as a supercritical problem. This is
the core of the difficulty. As we shall see, one of the challenge is to be able to use the special
structure of the equation together with scaling invariant spaces.

In the second section of this chapter, we shall use Lemma 1.1.1 to prove local wellposedness
of (GNSν) for initial data in Ḣ

d
2
−1 and global wellposedness for small data in Ḣ

d
2
−1. As

everything done in this context of Sobolev spaces rely on the Sobolev embeddings, we give a
proof of it.

In the third section, we shall see how to use the special structure of the Navier-Stokes
system. First, we shall prove Leray uniqueness theorem in dimension 2. We shall also prove in
dimension 3 a result about asymptotics of possible large global solutions. This results will im-
ply in particular that the set of initial data which give rise to global solutions in L4

loc(R
+; Ḣ1)

is an open subset of Ḣ
1
2 .

In the forth section, we prove that (GNSν) is locally wellposed in L3(R3) and globally for
small data, using essentially Young’ inequalities.

Let us point out that up to now, all the theorems for this chapter are proved with ele-
mentary method: nothing more than classical Sobolev embeddings and Young’s and Hölder’s
inequalities.

1.2 Wellposedness in Sobolev spaces

The purpose of this section is to investigate the local and global wellposedness of the Navier-
Stokes type system, namely the family of systems (GNSν). As claimed above, everything in
this context relies on Sobolev embeddings. Let us first recall the definition of homogeneous
sobolev spaces.

Definition 1.2.1 Let s be a real number. The homogeneous Sobolev space Ḣs(Rd) is the set
of tempered distributions u the Fourier transform of which û belongs to L1

loc(R
d) and satisfies

‖u‖2
Ḣs

def=
∫
Rd
|ξ|2s|û(ξ)|2dξ <∞.

The aim of this paragraph is to study the embeddings of Hs(Rd) spaces into Lp(Rd) spaces.
We shall prove the following theorem.

Theorem 1.2.1 If s belongs to [0, d
2 [, then the space Ḣs(Rd) is continuously embedded

in L
2d

d−2s (Rd).

Proof of Theorem 1.2.1 First of all, let us show how to find the critical index p =
2d/(d− 2s). Let us use a scaling argument. Let v be a function on Rd and let us denote by vλ

the function vλ(x) def= v(λx). We have

‖vλ‖Lp = λ
− d

p ‖v‖Lp .

and

‖vλ‖2
Ḣs =

∫
|ξ|2s|v̂λ(ξ)|2dξ
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= λ−2d
∫
|ξ|2s|v̂(λ−1ξ)|2dξ

= λ−d+2s‖v‖2
Ḣs .

If an inequality of the type ‖v‖Lp ≤ C‖v‖Ḣs for any smooth function v is true, it is also true
for vλ for any λ. Then it is obvious that we must have p = 2d/(d− 2s).

Let us now prove the theorem. Without any loss of generality, we can assume that ‖f‖Ḣs

is equal to 1. First we can observe, thanks to Fubini theorem, that for any p ∈ [1,+∞[ and
any measurable function f , we have

‖f‖p
Lp

def=
∫
Rd
|f(x)|pdx

= p

∫
Rd

∫ |f(x)|

0
λp−1dλdx

= p

∫ ∞

0
λp−1m(|f | > λ)dλ.

We shall decompose the function in low and high frequencies. More precisely, we shall write

f = f1,A + f2,A with f1,A = F−1
(
1B(0,A)f̂

)
and f2,A = F−1

(
1Bc(0,A)f̂

)
· (1.3)

As Supp f̂1,A is compact, the function f1,A is bounded and more precisely we have

‖f1,A‖L∞ ≤ (2π)−d‖f̂1,A‖L1

≤ (2π)−d
∫

B(0,A)
|ξ|−s|ξ|s|f̂(ξ)|dξ

≤ (2π)−d

(∫
B(0,A)

|ξ|−2sdξ

) 1
2

≤ C

(d− 2s)
1
2

A
d
2
−s. (1.4)

The triangle inequality implies that for any positive A, we have

(|f | > λ) ⊂
(
|f1,A| >

λ

2

)
∪ (|f2,A| >

λ

2

)
·

From the above Inequality (1.4), we infer that

A = Aλ
def=

(
λ(d− 2s)

1
2

4C

) p
d

=⇒ m

(
|f1,A| >

λ

2

)
= 0.

From this we deduce that

‖f‖p
Lp = p

∫ ∞

0
λp−1m

(
|f2,Aλ

| > λ

2

)
dλ.

It is well known (it is the so called Bienaimé-Tchebychev inequality) that

m

(
|f2,Aλ

| > λ

2

)
=

∫
(|f2,Aλ

|> λ
2 )
dx

≤
∫
(|f2,Aλ

|> λ
2 )

4|f2,Aλ
(x)|2

λ2
dx

≤ 4
‖f2,Aλ

‖2
L2

λ2
·
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So we have that
‖f‖p

Lp ≤ 4p
∫ ∞

0
λp−3‖f2,Aλ

‖2
L2dλ.

But we know that the Fourier transform is (up to a constant) a unitary transform of L2(Rd).
Thus we have

‖f‖p
Lp ≤ 4p(2π)−d

∫ ∞

0
λp−3

∫
(|ξ|≥Aλ)

|f̂(ξ)|2dξdλ. (1.5)

Then by definition of Aλ, we have

|ξ| ≥ Aλ ⇐⇒ λ ≤ Cξ
def=

4C

(d− 2s)
1
2

|ξ|
d
p .

Fubini’s theorem implies that

‖f‖p
Lp ≤ 4p(2π)−d

∫
Rd

(∫ Cξ

0
λp−3dλ

)
|f̂(ξ)|2dξ

≤ 4
p(2π)d

p− 2

(
4C

(d− 2s)
1
2

)p−2 ∫
Rd
|ξ|

d(p−2)
p |f̂(ξ)|2dξ.

As 2s =
d(p− 2)

p
the theorem is proved.

Corollary 1.2.1 If p belongs to ]1, 2], then

Lp(Rd) ⊂ Ḣs(Rd) with s = d

(
1
2
− 1
p

)
·

Proof of Corollary 1.2.1 This corollary is proved by duality. Let us write that

‖a‖Ḣs = sup
‖ϕ‖

Ḣ−s(Rd)
≤1
〈a, ϕ〉.

As s = d

(
1
2
− 1
p

)
= d

(
1− 1

p
− 1

2

)
, we have by Theorem 1.2.1,

‖ϕ‖Lp ≤ C‖ϕ‖Ḣ−s

where p is the conjugate of p defined by
1
p

+
1
p

= 1 and thus

‖a‖Ḣs ≤ C sup
‖ϕ‖

Lp≤1
〈a, ϕ〉

≤ C‖a‖Lp .

The corollary is proved.

The main theorem in the framework of Sobolev spaces is the following.

Theorem 1.2.2 Let u0 be in Ḣ
d
2
−1. A positive time T exists such that the system (GNSν)

has a unique solution u in L4([0, T ]; Ḣ
d−1
2 )which also belongs to

C([0, T ]; Ḣ
d
2
−1) ∩ L2([0, T ]; Ḣ

d
2 ).

If Tu0 denotes the maximal time of existence of such a solution, we have
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• the existence of a constant c such that

‖u0‖
Ḣ

d
2−1 ≤ cν =⇒ Tu0 = +∞.

• If Tu0 is finite, then ∫ Tu0

0
‖u(t)‖4

Ḣ
d−1
2
dt = +∞. (1.6)

Moreover, the solutions are stable in the following sense: if u and v are two solutions, then we
have

‖u(t)− v(t)‖2

Ḣ
d
2−1

+ ν

∫ t

0
‖u(t′)− v(t′)‖2

Ḣ
d
2
dt′ ≤ ‖u0 − v0‖2

Ḣ
d
2−1

× exp
(
C

ν3

∫ t

0

(
‖u(t′)‖4

Ḣ
d−1
2

+ ‖v(t′)‖4

Ḣ
d−1
2

)
dt′
)
.

Proof of Theorem 1.2.2 We shall proof that the map

u 7−→ eνt∆u0 +B(u, u)

has a unique fixed point in the space L4([0, T ]; Ḣ
d−1
2 ) for an appropriate T . It basically relies

on the following two lemmas. The first one is nothing more than a variation about Sobolev
embeddings.

Lemma 1.2.1 A constant C exists such that

‖Q(a, b)‖
Ḣ

d
2−2 ≤ C‖a‖

Ḣ
d−1
2
‖b‖

Ḣ
d−1
2
.

Proof of Lemma 1.2.1 The case when d = 2 is different from the case when d = 3. If d = 2,
thanks to Sobolev embedding (see Theorem 1.2.1 page 11), we have

‖Q(a, b)‖Ḣ−1 ≤ C‖ab‖L2

≤ C‖a‖L4‖b‖L4

≤ C‖a‖
Ḣ

1
2
‖b‖

Ḣ
1
2
.

If d = 3, we have by definition of Q,

‖Q(a, b)‖
Ḣ− 1

2
≤ C sup

k,`
(‖ak∂b`‖

Ḣ− 1
2

+ ‖b`∂ak‖
Ḣ− 1

2
).

Thanks to the dual Sobolev embedding, (see Corollary 1.2.1 page 13), and Sobolev embedding,
we have

‖Q(a, b)‖
Ḣ− 1

2
≤ C sup

k,`
(‖ak∂b`‖

L
3
2

+ ‖b`∂ak‖
L

3
2
)

≤ C(‖a‖L6‖b‖Ḣ1 + ‖a‖Ḣ1‖b‖L6)
≤ C‖a‖Ḣ1‖b‖Ḣ1 .

This proves the lemma.
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The second lemma describes an aspect of the smoothing effect of the heat flow.

Lemma 1.2.2 Let v be the solution in the set of continuous functions in time with values
in S ′ of {

∂tv − ν∆v = f
v|t=0 = v0

with f in L2([0, T ]; Ḣs−1) and v0 in Ḣs. Then

v ∈
∞⋂

p=2

Lp([0, T ]; Ḣs+ 2
p ).

Moreover, we have the following estimates

‖v(t)‖2
Ḣs + 2ν

∫ t

0
‖∇v(t′)‖2

Ḣsdt
′ = 2

∫ t

0
〈f(t′), v(t′)〉sdt′ , (1.7)∫

Rd
|ξ|2s

(
sup

0≤t′≤t
|v̂(t′, ξ)|

)2
dξ ≤ ‖v0‖2

Ḣs +
1

(2ν)
1
2

‖f‖2
L2([0,T ];Ḣs−1)

and (1.8)

‖v(t)‖
Lp([0,T ];Ḣ

s+ 2
p )

≤ 1

(2ν)
1
p

(
‖v0‖Ḣs +

1

(2ν)
1
2

‖f‖L2([0,T ];Ḣs−1)

)
(1.9)

with 〈a, b〉s
def= (2π)−d

∫
|ξ|2sâ(ξ)b̂(−ξ)dξ.

Proof of Lemma 1.2.2 It consists mainely in writing Duhamel’s formula in Fourier space,
namely

v̂(t, ξ) = e−νt|ξ|2 v̂0(ξ) +
∫ t

0
e−ν(t−t′)|ξ|2 f̂(t′, ξ)dt′.

The Cauchy-Schwarz inequality implies that

sup
0≤t′≤t

|v̂(t′, ξ)| ≤ |v̂0(ξ)|+
1√

2ν|ξ|2
‖f̂(·, ξ)‖L2([0,t]).

Then taking the L2 norm with respect to |ξ|2sdξ allows to conclude that(∫
Rd

(
sup

0≤t′≤t
|v̂(t′, ξ)|

)2
|ξ|2sdξ

) 1
2

≤ ‖v0‖Ḣs +
1

(2ν)
1
2

(∫
Rd
‖f̂(·, ξ)‖2

L2([0,t])|ξ|
2s−2dξ

) 1
2

≤ ‖v0‖Ḣs +
1

(2ν)
1
2

(∫
[0,t]×Rd

|f̂(t′, ξ)|2|ξ|2s−2dξdt′
) 1

2

≤ ‖v0‖Ḣs +
1

(2ν)
1
2

‖f‖L2([0,t];Ḣs−1).

Then we get the result by energy estimate in Ḣs and interpolation.

As an immediat corollary, we have

Corollary 1.2.2 A constant C0 exists such that

‖B(u, v)‖
L4([0,T ];Ḣ

d−1
2 )

≤ C0

ν
3
4

‖u‖
L4([0,T ];Ḣ

d−1
2 )
‖v‖

L4([0,T ];Ḣ
d−1
2 )
.
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Now, using Lemma 1.1.1, we know that if

‖eνt∆u0‖
L4([0,T ];Ḣ

d−1
2 )

≤ ν
3
4

2C0

, (1.10)

then we have the existence of a unique solution of (GNSν) in the ball of center 0, ra-
dius (2C−1

0 ν
3
4 ) in the space L4([0, T ]; Ḣ

d−1
2 ).

Let us investigate when the condition (1.10) is satisfied. As we have

∀t ≥ 0 , ‖eνt∆u0‖
Ḣ

d
2−1 ≤ ‖u0‖

Ḣ
d
2−1 and∫ ∞

0
‖eνt∆u0‖2

Ḣ
d
2
dt ≤ 1

2ν
‖u0‖2

Ḣ
d
2−1

,

we have by interpolation

‖eνt∆u0‖
L4([0,T ];Ḣ

d−1
2 )

≤ 1

(2ν)
1
4

‖u0‖
Ḣ

d
2−1 . (1.11)

Thus, if ‖u0‖
Ḣ

d
2−1 ≤ (2C0)−1ν, the smallness condition (1.10) is satisfied and we have a global

solution.
Let us now investigate the case of large initial data. We shall decompose it in a small part

in Ḣ
d
2
−1 and in a large part, the Fourier transform of which will be compactly supported.

More precisely, if u0 is in Ḣ
d
2
−1, a positive real number ρu0 exists such that(∫
|ξ|≥ρu0

|ξ|d−2|û0(ξ)|2dξ
) 1

2 ≤ ν

4C0
·

Thus, we have

‖eνt∆u0‖
L4([0,T ];Ḣ

d−1
2 )

≤ ν
3
4

4C0
+ ‖eνt∆u[

0‖
L4([0,T ];Ḣ

d−1
2 )

where u[
0

def= F−1(1B(0,ρu0 )(ξ)û0(ξ)). Let us write that

‖eνt∆u[
0‖

L4([0,T ];Ḣ
d−1
2 )

≤ ρ
1
2
u0‖eνt∆u[

0‖L4([0,T ];Ḣ
d
2−1)

≤ (ρ2
u0
T )

1
4 ‖u0‖

Ḣ
d
2−1 .

Thus, if

T ≤
(

ν

4C0ρ
1
2
u0‖u0‖

Ḣ
d
2−1

)4
, (1.12)

we have proved the existence of a unique solution in the ball of center 0 and radius ν/2C0 of
the space L4([0, T ]; Ḣ

d−1
2 ).

In order to prove the whole theorem, let us observe that, if u is a solution of (GNSν)
in L4([0, T ]; Ḣ

d−1
2 ), Lemma 1.2.1 implies that Q(u, u) belongs to L2([0, T ]; Ḣ

d
2
−2); then Lem-

ma 1.2.2 implies that the solution u belongs to

C([0, T ]; Ḣ
d
2
−1) ∩ L2([0, T ]; Ḣ

d
2 ).
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In order to prove the stability estimate, let us consider two solutions u and v and let us
denote by w their difference. It is the solution of{

∂tw − ν∆w = Q(w,w) +Q(w, u+ v)
w|t=0 = w0 = u0 − v0.

Thus, by energy estimate in Ḣ
d
2
−1of Lemma 1.2.2, we have

∆w(t) def= ‖w(t)‖2

Ḣ
d
2−1

+ 2ν
∫ t

0
‖∇w(t′)‖2

Ḣ
d
2−1

dt′

≤ ‖w(0)‖2

Ḣ
d
2−1

+ 2
∫ t

0
〈Q(w(t′), u(t′) + v(t′)), w(t′)〉 d

2
−1dt

′.

The non linear term is treated through the following lemma.

Lemma 1.2.3 A constant C exists such that

〈Q(a, b), c〉 d
2
−1 ≤ C‖a‖

Ḣ
d−1
2
‖b‖

Ḣ
d−1
2
‖∇c‖

Ḣ
d
2−1 .

Proof of Lemma 1.2.3 By definition of the Ḣ
d
2
−1 scalar product, we have, thanks to the

Cauchy-Schwarz inequality,

〈α, β〉 d
2
−1 =

∫
α̂(ξ)β̂(ξ)|ξ|d−2dξ

=
∫
|ξ|

d
2
−2α̂(ξ)|ξ|

d
2 β̂(ξ)dξ

≤ ‖α‖
Ḣ

d
2−2‖∇β‖Ḣ

d
2−1 .

Then Lemma 1.2.1 implies the result.

Let us go back to the proof of the stability. We deduce from the above lemma that

∆w(t) ≤ ‖w(0)‖2

Ḣ
d
2−1

+ C

∫ t

0
‖w(t′)‖

Ḣ
d−1
2
N(t′)‖∇w(t′)‖2

Ḣ
d
2−1

dt′

with N(t) def= ‖u(t)‖
Ḣ

d−1
2

+ ‖v(t)‖
Ḣ

d−1
2

. By interpolation inequality between Ḣ
d
2
−1 and Ḣ

d
2 ,

we infer that

∆w(t) ≤ ‖w(0)‖2

Ḣ
d
2−1

+ C

∫ t

0
‖w(t′)‖

1
2

Ḣ
d
2−1

N(t′)‖∇w(t′)‖
3
2

Ḣ
d
2−1

dt′.

Using the convexity inequality ab ≤ 1
4
a4 +

3
4
b

4
3 , we deduce that

∆w(t) ≤ ‖w(0)‖2

Ḣ
d
2−1

+
C

ν3

∫ t

0
‖w(t′)‖2

Ḣ
d
2−1

N4(t′)dt′ + ν

∫ t

0
‖∇w(t′)‖2

Ḣ
d
2−1

dt′.

By definition of ∆w, this can be written

‖w(t)‖2

Ḣ
d
2−1

+ ν

∫ t

0
‖∇w(t′)‖2

Ḣ
d
2−1

dt′ ≤ ‖w(0)‖2

Ḣ
d
2−1

+
C

ν3

∫ t

0
‖w(t′)‖2

Ḣ
d
2−1

N4(t′)dt′.

Using Gronwall lemma, we infer

‖w(t)‖2

Ḣ
d
2−1

+ ν

∫ t

0
‖∇w(t′)‖2

Ḣ
d
2−1

dt′ ≤ ‖w(0)‖2

Ḣ
d
2−1

exp
(C
ν3

∫ t

0
N4(t′)dt′

)
.
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The whole theorem is proved but the blow up criteria. Let us assume that we have a
solution of (GNSν) on a time interval [0, T [ such that∫ T

0
‖u(t)‖4

Ḣ
d−1
2
dt <∞.

We shall prove that Tu0 is greater than T . Thanks to Lemmas 1.2.1 and 1.2.2, we have∫
Rd
|ξ|d−2

(
sup

t∈[0,T )
|û(t, ξ)|

)2
dξ <∞.

Thus a positive number ρ exists such that

∀t ∈ [0, T [ ,
∫
|ξ|≥ρ

|ξ|d−2|û(t, ξ)|2dξ < cν

2
·

As u belongs to L∞([0, T ); Ḣ
d
2
−1), condition (1.12) implies that the maximal time for a so-

lution of (GNSν) with initial data u(t) is bounded from below by a positive real number
uniformely on [0, T [. Thus Tu0 > T . The whole Theorem 1.2.2 is now proved.

Now we shall establish a property of small solutions which tells that for the system (GNSν),
the Ḣ

d
2
−1 norm is a Liapounov function near 0.

Proposition 1.2.1 Let u0 be in the ball of center 0 and radius cν of the space Ḣ
d
2
−1. Then

the function

t 7−→ ‖u(t)‖
Ḣ

d
2−1

is a decreasing function.

Proof of Proposition 1.2.1 We use again the fact that

∂tu− ν∆u = Q(u, u) with Q(u, u) ∈ L2(R+; Ḣ
d
2
−2).

Thus thanks to Lemma 1.2.2, we infer that

‖u(t)‖2

Ḣ
d
2−1

+ 2ν
∫ t

0
‖∇u(t′)‖2

Ḣ
d
2−1

dt′ = ‖u0‖2

Ḣ
d
2−1

+ 2
∫ t

0
〈Q(u(t′), u(t′)), u(t′)〉 d

2
−1dt

′.

Using Lemma 1.2.3 and interpolation inequality, we get, for any positive t1 ≤ t2,

‖u(t2)‖2

Ḣ
d
2−1

+ 2
∫ t2

t1
‖∇u(t′)‖2

Ḣ
d
2−1

dt′ ≤ ‖u(t1)‖2

Ḣ
d
2−1

+ C

∫ t2

t1
‖u(t′)‖2

Ḣ
d−1
2
‖∇u(t′)‖

Ḣ
d
2−1dt

′

≤ ‖u(t1)‖2

Ḣ
d
2−1

+ C

∫ t2

t1
‖u(t′)‖

Ḣ
d
2−1‖∇u(t′)‖2

Ḣ
d
2−1

dt′.

As we know, thanks to Theorem 1.2.2, that u(t) remains in the ball of center 0 and of ra-
dius 2cν. Thus, if c is small enough, we get that

‖u(t2)‖2

Ḣ
d
2−1

+ ν

∫ t2

t1
‖∇u(t′)‖2

Ḣ
d
2−1

dt′ ≤ ‖u(t1)‖2

Ḣ
d
2−1

.

This proves the proposition.
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1.3 Consequences of the structure of the Navier-Stokes system

In this section, we shall investigate the particular properties of the Navier-Stokes system,
namely results the proof of which uses the energy estimate.

Let us start with the case of dimension two. The energy estimate will allow us to prove
that (NSν) is globally wellposed for initial data in L2. The precise theorem is the following
which is almost the same statement as Theorem 1.1.2 of the introduction.

Theorem 1.3.1 Let u0 be in L2(R2). Then a unique solution exists in L4(R+; Ḣ
1
2 ) which

belongs to

Cb(R+;L2) ∩ L2(R+; Ḣ1)

and satisfies the energy equality

‖u(t)‖2
L2 + 2ν

∫ t

0
‖∇u(t′)‖2

L2dt′ = ‖u0‖2
L2 .

Proof of Theorem 1.3.1 It is easy considering what we have done in the preceeding section.
Indeed, let us consider the solution u given on the interval [0, Tu0 [ by Theorem 1.2.2. Thanks to
Lemma 1.2.1, we know that Q(u, u) belongs to L2

loc([0, Tu0 [; Ḣ
−1). Then Lemma 1.2.2 implies

that u is continuous with value in L2 and that

‖u(t)‖2
L2 + 2ν

∫ t

0
‖∇u(t′)‖2

L2dt′ = ‖u0‖2
L2 + 2

∫ t

0
〈QNS(u(t′), u(t′)), u(t′)〉Ḣ−1×Ḣ1dt

′.

For any H1 divergence free vector field v, we have, in fact for d = 2 or 3,

〈QNS(v, v), v〉 =
∑
k,`

∫
Rd
vk∂kv

`v`dx = −1
2

∫
Rd

(div v)|v|2dx = 0. (1.13)

We deduce that, for any t < Tu0 ,

‖u(t)‖2
L2 + 2ν

∫ t

0
‖∇u(t′)‖2

L2dt′ = ‖u0‖2
L2 .

Thanks to the above energy estimate and using interpolation inequality between L2 and Ḣ1,
we have, for any T < Tu0 ,∫ T

0
‖u(t)‖4

Ḣ
1
2
dt ≤ ‖u0‖2

L2

∫ T

0
‖∇u(t)‖2

L2dt

≤ 1
2ν
‖u0‖4

L2 .

Then the blow up condition (1.6) implies the theorem.

Remark The key point here is that the control of the energy estimate implies the control of
scaling invariant quantities.

The case of dimension three is much more complicated. The global wellposedness of (NSν)
for large data in Ḣ

1
2 remains open. The purpose of this section is first to prove the energy

equality for solution of (NSν) given by Theorem 1.2.2 and then to state that any global
solution is stable.
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Proposition 1.3.1 Let us consider an initial data u0 in H
1
2 . If u denotes the solution given

by Theorem 1.2.2, then u is continuous with value in L2 and satisfies the energy equality

‖u(t)‖2
L2 + 2

∫ t

0
‖∇u(t′)‖2

L2dt′ = ‖u0‖2
L2 .

Proof of Proposition 1.3.1 As the solution u belongs to

L∞loc([0, Tu0 [; Ḣ
1
2 ) ∩ L4

loc([0, Tu0 [; Ḣ
1),

interpolation between Sobolev spaces implies that u belongs to L8
loc([0, Tu0 [; Ḣ

3
4 ) which is

obviously a subspace of L4
loc([0, Tu0 [; Ḣ

3
4 ). Using Sobolev embedding, we infer that, for any j

and k in {1, · · · , d}, we have

ujuk ∈ L2
loc([0, Tu0 [;L

2) and thus Q(u, u) ∈ L2
loc([0, Tu0 [; Ḣ

−1). (1.14)

Lemma 1.2.2 allows to conclude the proof of the proposition.

We shall prove that any global solution, even for large initial data (if it exists) is stable.

Theorem 1.3.2 Let u be a global solution of (NSν) in L4
loc(R

+; Ḣ1). Then we have

lim
t→∞

‖u(t)‖
Ḣ

1
2

= 0 and

∫ ∞

0
‖u(t)‖4

Ḣ1dt <∞.

Remark If u0 belongs also to L2(R3), this theorem is an immediat consequence of Proposi-
tion 1.2.1 because thanks to energy estimate, we have∫

R+
‖u(t)‖4

Ḣ
1
2
dt ≤ 1

2ν
‖u0‖4

L2 .

Proof of Theorem 1.3.2 We shall decompose the initial data u0. A positive real number ρ
being given, let us state

u0 = u0,h + u0,` with u0,`
def= F−1(1B(0,ρ)(ξ)û0(ξ)).

Let ε be any positive real number. We can choose ρ such that

‖u0,`‖
Ḣ

1
2
≤ min

{
cν,

ε

2

}
·

Let us denote by u` the global solution of (NSν) given by Theorem 1.2.2 for the initial
data u0,`. Thanks to Proposition 1.2.1, we have

∀t ∈ R+ , ‖u`(t)‖
Ḣ

1
2
≤ ε

2
· (1.15)

Let us define uh
def= u− u`. It satisfies{

∂tuh − ν∆uh = QNS(u, uh) +QNS(uh, u`)
uh|t=0 = u0,h.
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Obviously, uh belongs to L2 (of course with an L2 norm which does depend on ρ and thus
on ε). Moreover, Assertion (1.14) claims that both QNS(u, uh) and QNS(uh, u`) belongs
to L2

loc(R
+; Ḣ−1). Applying Lemma 1.2.2 and the fundamental relation (1.13) gives

‖uh(t)‖2
L2 + 2ν

∫ t

0
‖∇uh(t′)‖2

L2dt′ = ‖u0,h‖2
L2 + 2

∫ t

0
〈QNS(uh(t′), u`(t′)), uh(t′)〉dt′.

Using Sobolev embedding, we claim that

|〈QNS(uh(t), u`(t′)), uh(t)〉| ≤ C‖uh(t)u`(t)‖L2‖∇u(t)‖L2

≤ C‖uh(t)‖L6‖u`(t)‖L3‖∇uh(t)‖L2

≤ C‖u`(t)‖
Ḣ

1
2
‖∇uh(t)‖2

L2 .

Then we deduce that

‖uh(t)‖2
L2 + 2ν

∫ t

0
‖∇uh(t′)‖2

L2dt′ ≤ ‖u0,h‖2
L2 + Cε

∫ t

0
‖∇uh(t′)‖2

L2dt′.

Choosing ε small enough ensures that

‖uh(t)‖2
L2 + ν

∫ t

0
‖∇uh(t′)‖2

L2dt′ ≤ ‖u0,h‖2
L2 .

This implies that a positive time tε exists such that ‖uh(t)‖
Ḣ

1
2
< ε/2. Thus ‖u(tε)‖

Ḣ
1
2
≤ ε.

Theorem 1.2.2 and Proposition 1.2.1 allows to conclude the proof.

Let us state the following corollary of Theorem 1.3.2.

Corollary 1.3.1 The set of initial data u0 such that the solution u given by Theorem 1.2.2
is global is an open subset of Ḣ

1
2 .

Proof of corollary 1.3.1 Let us consider u0 in Ḣ
1
2 such that the associated solution is

global. Let us consider w0 in Ḣ
1
2 and the (a priori) local solution v associated with the initial

data v0
def= u0 + w0. The function w def= v − u is solution of{

∂tw − ν∆w +QNS(u,w) +QNS(w, u) +QNS(w,w) = 0
w|t=0 = w0.

Lemma 1.2.3 together with interpolation inequality gives

〈QNS(u,w) +QNS(w, u), w〉 1
2

≤ C‖u‖Ḣ1‖w‖
1
2

Ḣ
1
2
‖∇w‖

3
2

Ḣ
1
2

and

〈QNS(w,w), w〉 1
2

≤ C‖w‖
Ḣ

1
2
‖∇w‖2

Ḣ
1
2
.

Let us assume that ‖w0‖
Ḣ

1
2
≤ ν

8C
and define

Tw0

def= sup
{
t / max

0≤t′≤t
‖w(t′)‖

Ḣ
1
2
≤ ν

4C

}
·

Then, using Lemma 1.2.2 and the convexity inequality, we infer that, for any t < Tw0 ,

‖w(t)‖2

Ḣ
1
2

+ ν

∫ t

0
‖∇w(t′)‖2

Ḣ
1
2
dt′ ≤ ‖w0‖2

Ḣ
1
2

+
C

ν3

∫ t

0
‖u(t′)‖4

Ḣ1‖w(t′)‖2

Ḣ
1
2
dt′.
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Gronwall’s Lemma and Theorem 1.3.2 imply that, for any t < Tw0 ,

‖w(t)‖2

Ḣ
1
2

+ ν

∫ t

0
‖∇w(t′)‖2

Ḣ
1
2
dt′ ≤ ‖w0‖2

Ḣ
1
2

exp
(C
ν3

∫ ∞

0
‖u(t)‖4

Ḣ1dt
)
.

If the smallness condition

‖w0‖2

Ḣ
1
2

exp
(C
ν3

∫ ∞

0
‖u(t)‖4

Ḣ1dt
)
≤ ν2

16C2
,

is satisfied, the blow up condition for v is never satisfied. Corollary 1.3.1 is proved.

1.4 An elementary Lp approach

As announced in the introduction of this chapter, the purpose of this section is the proof of
a local wellposedness result for initial data in L3(R3). The main result is the following.

Theorem 1.4.1 Let u0 be in L3(R3). Then a positive T exists such that a unique solution u
exists in the space C([0, T ];L3). Moreover, a constant c exists such that T can be choosen
equal at infinity if ‖u0‖L3 is less or equal to cν.

The proof of this theorem cannot be done directly by a fixed point argument in the
space L∞([0, T ];L3) because BNS is not continuous from L∞([0, T ];L3) × L∞([0, T ];L3)
into L∞([0, T ];L3). This has been shown by F. Oru in [46].

As in the preeceding section, we shall use the smoothing effect of the heat equation to
define space in which a fixed point method will work. This leads to spaces often called in the
literature ”Kato spaces”.

Definition 1.4.1 If p is in [1,∞] \ {3} and T in ]0,∞], let us define Kp(T ) by

Kp(T ) def=
{
u ∈ C(]0, T ];Lp) / ‖u‖Kp(T )

def= sup
t∈[0,T ]

(νt)
1
2

(
1− 3

p

)
‖u(t)‖Lp <∞

}
.

We shall denote by K3(T ) the space of bounded continuous functions from ]0, T ] with value L3

equipped with the norm ‖ · ‖L∞(]0,T ];L3).

Remarks 1) This space is obviously a Banach space. Moreover, if T = +∞, it is invariant
under the scaling of the Navier-Stokes.

2) Let us consider u0 in L3. As

eνt∆u0 =
1

(4πt)
3
2

e−
|·|2
4νt ? u0,

we have, thanks to the Young inequality,

‖eνt∆u‖Lp ≤ 1

(4πt)
3
2

‖e−
|·|2
4νt ‖Lr‖u0‖L3 with

1
r

=
2
3

+
1
p
·

This gives

‖eνt∆u‖Lp ≤ c(νt)−
1
2

(
1− 3

p

)
‖u0‖L3 and thus ‖eνt∆u0‖Kp(∞) ≤ C‖u0‖L3 . (1.16)
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Let us point out that if u0 belongs to L3, one can find, for any positive ε, a function φ in S
such that ‖u0 − φ‖L3 ≤ ε. This implies in particular that

‖eνt∆(u0 − φ)‖Kp(∞) ≤ Cε.

Then observing that ‖eνt∆φ‖Lp ≤ ‖φ‖Lp , we get that

‖eνt∆u0‖Kp(T ) ≤ Cε+ T
1
2

(
1− 3

p

)
‖φ‖Lp . (1.17)

3) Let us give an example of a sequence (φn)n∈N such that the L3 norm is constant, the Ḣ
1
2

tends to infinity and the Kp(∞) norm of eνt∆φn tends to 0 when p > 3. Let us consider, for
some ω in the unit sphere, the sequence

φn(x) def= ein(x|ω)φ(x)

for some function φ in S the Fourier transform of which is compactly supported. Obviously,
we have ‖φn‖

Ḣ
1
2
≥ cn. Straightforward computations give

eνt∆φn(x) = ein(x|ω)
∫
ei(x|η)e−νt|η+nω|2 φ̂(η)dη.

Thus, if n is large enough, we have

t
1
2 ‖eνt∆φn‖L∞ ≤ t

1
2 e−

ν
2
tn2‖φ̂‖L1

≤ C

n
‖φ̂‖L1 .

As ‖φn‖L3 = ‖φ‖L3 , we have the announced example.

4) As we shall see in Chapter 2, ‖eνt∆u0‖Kp(∞) is equivalent, when p > 3 to the homoge-

neous Besov norm Ḃ
−1+ 3

p
p,∞ (see Theorem 2.3.1 page 40).

In fact, Theorem 1.4.1 will appear mainely as a corollary of the following theorem.

Theorem 1.4.2 For any p in ]3,∞[, a constant c exists which satisfies the following proper-
ties. Let u0 be an initial data in S ′ such that, for some positive T ,

‖eνt∆u0‖Kp(T ) ≤ cν. (1.18)

Then a unique solution u of (GNSν) exists in the ball of center 0 and radius 2cν in the Banach
space Kp(T ).

Remark Thanks to Inequality (1.17), this theorem implies that, for an initial data in L3,
we have local solution. Thanks to Inequality (1.16), this solution is global if ‖u0‖L3 is small
enough.

Proof of Theorem 1.4.2 We shall prove that the classical fixed point procedure can be used
in Kp(T ) in order to find u such that

u = eνt∆u0 +B(u, u).

This works provided we prove the following lemma.
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Lemma 1.4.1 For any p, q and r such that

0 <
1
p

+
1
q
≤ 1 and

1
r
≤ 1
p

+
1
q
<

1
3

+
1
r
·

Then, for any positive T , the bilinear map B maps Kp(T )×Kq(T ) into Kr(T ). Moreover, a
constant C (independant of T ) exists such that

‖B(u, v)‖Kr(T ) ≤
C

ν
‖u‖Kp(T )‖v‖Kq(T ).

Proof of Lemma 1.4.1 The method consists in computing B as a convolution operator.
More precisely, we have the following proposition.

Proposition 1.4.1 We have

Bj(u, v)(t, x) =
∑
k,`

∫ t

0
Γj

k,`(t− t′, ·) ?
(
uj(t′, ·)v`(t′, ·)

)
dt′

where the functions Γj
k,` belongs to C(]0,∞[;Ls) for any s in [1,∞[ and satisfies, for any j, k

and `,

‖Γj
k,`(t, ·)‖Ls ≤ C

(νt)2−
3
2s

·

Proof of Proposition 1.4.1 In Fourier space, we have

FBj(u, v)(t, ξ) = i

∫ t

0
e−ν(t−t′)|ξ|2 ∑

k,`

αj,k`ξjξkξ`|ξ|−2FQ(u(t′), v(t′))(ξ)dt′.

In order to write this operator as a convolution operator, it is enough to compute the inverse
Fourier transform of ξjξkξ`|ξ|−2e−νt|ξ|2 . Using the fact that

e−νt|ξ|2 |ξ|−2 = ν

∫ ∞

t
e−νt′|ξ|2dt′,

we get that

Γj
k,`(t, x) = νi

∫ ∞

t

∫
R3
ξjξkξ`e

i(x|ξ)−νt′|ξ|2dt′dξ

= ν∂j∂k∂`

∫ ∞

t

∫
R3
ei(x|ξ)−νt′|ξ|2dt′dξ.

Using the formula about the Fourier transform of the Gaussian functions, we get

Γj
k,`(t, x) = ν∂j∂k∂`

∫ ∞

t

1

(4πνt′)
3
2

e−
|x|2

4νt′ dt′

=
ν

π
3
2

∫ ∞

t

1
(4νt′)3

Ψj
k,`

( x√
4νt′

)
dt′ with

Ψj
k,`(z)

def= ∂j∂k∂`e
−|z|2 .

Changing variable r = (4νt′)−1|x|2 gives

|Γj
k,`(t, x)| ≤

ν

π
3
2

1
|x|4

∫ |x|2
4νt

0
rΨj

k,`

( x
|x|
r
)
dr.
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This implies that

|Γj
k,`(t, x)| ≤ cmin

{ 1
(νt)2

, 1
|x|4

}
and thus ‖Γj

k,`(t, ·)‖Ls ≤ C

(νt)2−
3
2s

·

In order to prove the continuity, let us observe that, for 0 ≤ c ≤ t1 ≤ t2, we have

|Γj
k,`(t2, x)− Γj

k,`(t1, x)| ≤
C

|x|4
∫ |x|2

4νt1

|x|2
4νt2

re−rdr.

This implies that

|Γj
k,`(t2, x)− Γj

k,`(t1, x)| ≤ Cmin
{ t22 − t21

(νt1t2)2
, 1
|x|4

}
·

The proposition is proved.

Let us go back to proof of the lemma. Thanks to Young’s and Hölder inequality and the
condition

1
r
≤ 1
p

+
1
q
≤ 1,

we have, using Proposition 1.4.1 with s defined by 1 +
1
r

=
1
s

+
1
p

+
1
q
,

‖B(u, v)(t)‖Lr ≤ C

∫ t

0

1√
ν(t− t′)4−3

(
1+ 1

r
− 1

p
− 1

q

) ‖u(t′)‖Lp‖v(t′)‖Lqdt′.

By definition of the Kp(T ) norms, we get that

‖B(u, v)(t)‖Lr ≤ ‖u‖Kp(T )‖v‖Kq(T )

∫ t

0

1√
ν(t− t′)1−3

(
1
r
− 1

p
− 1

q

) 1
√
νt′

2−3
(

1
p
+ 1

q

)dt′
≤ C

ν

1

(νt)
1
2(1− 3

r )
‖u‖Kp(T )‖v‖Kq(T ).

Lemma 1.4.1 is proved.

Now Lemma 1.1.1 implies Theorem 1.4.2.

Proof of Theorem 1.4.1 Thanks to (1.16) and (1.17), we can apply Theorem 1.4.2 with p
equal to 6 locally for any initial data and globally for small initial data.

We have existence and uniqueness in the space K6(T ) for small enough T of for T = ∞
for small enough initial data. The two points which remain unproven are:

• the solution u is continuous with value in L3,

• this solution is unique among all the continuous functions with value in L3.

Those two problems are solved using a method which turns out to be important in the study
of Navier-Stokes equations or of (GNSν): it consists in considering the new unknown

w
def= u− eνt∆u0.
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The idea is that w is better behaved than u. Obviously, we have w = B(u, u). Lemma 1.4.1
applied with p = q = 6 and r = 3 implies that w ∈ C(]0, T ];L3(R3)). The continuity of w in
the origin will follow from the fact that, still using Lemma 1.4.1, we have

‖w‖L∞([0,t];L3) ≤
C

ν
‖u‖2

K6(t).

But, Lemma 1.1.1 tells us that

‖u‖K6(t) ≤ 2‖eνt∆u0‖K6(t).

Remarks (1.16) and (1.17) then implies

lim
t→0

‖w‖L∞([0,t];L3) = 0.

As the heat flow is continuous with values in L3, we have proved that the solution u is
continuous with values in L3.

Let us prove now that there is at most one solution in the space C([0, T ];L3). Let us
observe that, applying Lemma 1.4.1 with p = q = 3 and r = 2 implies that

w = B(u, u) ∈ K2(T ).

In particular, w belongs to C([0, T ];L2). Let us consider two solutions uj of (GNSν) in the
space C([0, T ];L3) associated with the same initial data and let us denote by u21 the differ-
ence u2−u1, which coincides with the difference w2−w1. Thus it belongs to C([0, T ];L2) and
satisfies {

∂tu21 − ν∆u21 = f21

u21|t=0 = 0

with
f21 = Q(eνt∆u0, u21) +Q(u21, e

νt∆u0) +Q(w2, u21) +Q(u21, w1).

Thanks to Sobolev embeddings, we have

‖Q(a, b)‖
Ḣ− 3

2
≤ C sup

1≤k,`≤d
‖akb`‖

Ḣ− 1
2

≤ C sup
1≤k,`≤d

‖akb`‖
L

3
2

(1.19)

≤ C‖a‖L3‖b‖L3 . (1.20)

Thus, the external force f21 belongs in particular to L2([0, T ]; Ḣ− 3
2 ). As u21 is the unique

solution in the space of continuous functions with value in S ′, we infer that u21 belongs to

L∞([0, T ]; Ḣ− 1
2 ) ∩ L2([0, T ]; Ḣ

1
2 )

and satisfies, thanks to Lemma 1.2.2,

‖u21(t)‖2

Ḣ− 1
2

+ 2ν
∫ t

0
‖u21(t′)‖2

Ḣ
1
2
dt′ = 2

∫ t

0
〈f21(t′), u21(t′)〉

Ḣ− 1
2
dt′ (1.21)

≤ 2
∫ t

0
‖f21(t′)‖

Ḣ− 3
2
‖u21(t′)‖

Ḣ
1
2
dt′. (1.22)
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As the space is continuous and compactly supported functions in dense in L3, we decompose u0

as a sum of a small function in the sense of the L3 norm and a function of L6.

u0 = u]
0 + u[

0 with ‖u]
0‖L3 ≤ cν and u[

0 ∈ L6. (1.23)

Stating

g21
def= f21 −Q(eνt∆u[

0, u21)−Q(u21, e
νt∆u[

0)

and applying (1.20) gives, again thanks to Sobolev embeddings,

A21(t)
def= ‖g21(t)‖

Ḣ− 3
2

≤ C
(
‖eνt∆u]

0‖L3 + ‖w1‖K3(t) + ‖w2‖K3(t)

)
‖u21(t)‖L3

≤ C
(
‖u]

0‖L3 + ‖w1‖K3(t) + ‖w2‖K3(t)

)
‖u21(t)‖

Ḣ
1
2
.

If t is small enough, and c choosen small enough in (1.23), we get

A21(t) ≤
ν

4
‖u21(t)‖

Ḣ
1
2
. (1.24)

Still using the Sobolev embeddings and the Hölder inequality, we can write that

B21(t)
def=

∥∥∥Q(eνt∆u[
0, u21) +Q(u21, e

νt∆u[
0)
∥∥∥

Ḣ− 3
2

≤ C sup
1≤k,`≤d

‖(eνt∆u[,k
0 )u`

21‖L
3
2

≤ C‖eνt∆u[
0‖L6‖u21‖L2 .

Using the fact that the heat flow is a contraction of the Lp spaces, and then the interpolation
inequality between Ḣ− 1

2 and Ḣ
1
2 , we get

B21(t) ≤ C‖u[
0‖L6‖u21(t)‖

1
2

Ḣ− 1
2
‖u21(t)‖

1
2

Ḣ
1
2
.

Then using (1.22) and (1.24), we infer that

‖u21(t)‖2

Ḣ− 1
2

+
3
2
ν

∫ t

0
‖u21(t′)‖2

Ḣ
1
2
dt′ ≤ C‖u[

0‖L6

∫ t

0
‖u21(t′)‖

1
2

Ḣ− 1
2
‖u21(t′)‖

3
2

Ḣ
1
2
dt′.

Then, using the classical convexity inequality ab ≤ 1
4
a4 +

3
4
b

4
3 , we get

‖u21(t)‖2

Ḣ− 1
2

+ ν

∫ t

0
‖u21(t′)‖2

Ḣ
1
2
dt′ ≤ C

ν3
‖u[

0‖4
L6

∫ t

0
‖u21(t′)‖2

Ḣ− 1
2
dt′.

Gronwall lemma implies that u21 ≡ 0. Theorem 1.4.1 is proved.

1.5 References and Remarks

The mathematical theory of the incompressible Navier-Stokes system has been founded by J.
Leray in 1934 in his famous paper [41]. The concept of weak solutions is introduced and the
existence of such solutions is proved. The regularity properties of those weak solutions has
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been studied (see in particular [2]). In this seminal paper [41], J. Leray also proved that if the
initial data satisfies a smallness condition of the type

‖u0‖L2‖∇u0‖L2 ≤ cν2 or ‖u0‖2
L2‖∇u0‖L∞ ≤ cν3,

then the solution exists in a space which ensures the uniqueness of such a solution. The small-
ness condition has been improved by H. Fujita and T. Kato in 1964. In [22], they essentially
proved Theorem 1.2.2. The proof presented here relies mainely on Sobolev inequalities. The
proof of these classical inequalities given here comes from [8].

The global stability Theorem 1.3.2 has been proved by I. Gallagher, D. Iftimie and F.
Planchon in [26] and the idea of Corollary 1.3.1 can be founded in [48]. The existence part
of Theorem 1.4.1 is closed to T. Kato’s Theorem of 1972 proved in [36]. The uniqueness of
solutions continuous solutions with value in L3 has been proved by G. Furioli, P.-G. Lemarié-
Rieusset and E. Terraneo in [23]. The proof of Proposition 1.4.1 follows the computations
done for instance by F. Vigneron in [57].
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Chapter 2

Littlewood-Paley theory

2.1 Localization in frequency space

The very basic idea of this theory consists in a localization procedure in the frequency space.
The interest of this method is that the derivatives (or more generally Fourier multipliers) act
in a very special way on distributions the Fourier transform of which is supported in a ball or
a ring. More precisely, we have the following lemma.

Lemma 2.1.1 Let C be a ring, B a ball. A constant C exists so that, for any non negative
integer k, any smooth homogeneous function σ of degree m, any couple of real (a, b) so that
b ≥ a ≥ 1 and any function u of La, we have

Supp û ⊂ λB ⇒ sup
α=k

‖∂αu‖Lb ≤ Ck+1λk+d( 1
a
− 1

b
)‖u‖La ;

Supp û ⊂ λC ⇒ C−k−1λk‖u‖La ≤ sup
α=k

‖∂αu‖La ≤ Ck+1λk‖u‖La ;

Supp û ⊂ λC ⇒ ‖σ(D)u‖Lb ≤ Cσ,mλ
m+d( 1

a
− 1

b
)‖u‖La .

Proof of Lemma 2.1.1 Using a dilation of size λ, we can assume all along the proof
that λ = 1. Let φ be a function of D(Rd), the value of which is 1 near B. As û(ξ) = φ(ξ)û(ξ),
we can write, if g denotes the inverse fourier transform of φ,

∂αu = ∂αg ? u.

Applying Young inequalities the result follows through

‖∂αg‖Lc ≤ ‖∂αg‖L∞ + ‖∂αg‖L1

≤ 2‖(1 + | · |2)d∂αg‖L∞

≤ 2‖(Id−∆)d((·)αφ)‖L1

≤ Ck+1.

To prove the second assertion, let us consider a function φ̃ which belongs to D(Rd \{0}) the
value of which is identically 1 near the ring C. Using the algebraic identity

|ξ|2k =
∑

1≤j1,···,jk≤d

ξ2j1 · · · ξ
2
jk

=
∑
|α|=k

(iξ)α(−iξ)α, (2.1)
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and stating gα
def= F−1(iξj)α|ξ|−2kφ̃(ξ), we can write, as û = φ̃û that

û =
∑
|α|=k

(−iξ)αĝαû,

which implies that
u =

∑
|α|=k

gα ? ∂
αu (2.2)

and then the result. In order to prove the third assertion, let us observe that the function φ̃σ is
smooth and compactly supported. Thus stating gσ

def= F−1(φ̃σ), we have that σ(D)u = gσ ? u
and then

‖σ(D)u‖Lb ≤ C‖u‖Lb ≤ C‖u‖La .

This proves the whole lemma.

The following lemma is in the same spirit. It describes the action of the semi-group of the
heat equation on distributions the Fourier transform of which is supported in a ring.

Lemma 2.1.2 Let C be a ring. Two positive constants c and C exist such that, for any real a
greater than 1, any couple (t, λ) of positive real numbers, we have

Supp û ⊂ λC ⇒ ‖et∆u‖La ≤ Ce−ctλ2‖u‖La .

Proof of Lemma 2.1.2 Again, let us consider a function φ of D(Rd \{0}), the value of
which is identically 1 near the ring C. Let us also assume that λ = 1. Then, we have

et∆u = φ(D)et∆u

= F−1
(
φ(ξ)e−t|ξ|2 û(ξ)

)
= g(t, ·) ? u with

g(t, x) def= (2π)−d
∫
ei(x|ξ)φ(ξ)e−t|ξ|2dξ. (2.3)

If we prove that two strictly positive real numbers c and C exist such that, for all strictly
positive t, we have

‖g(t, ·)‖L1 ≤ Ce−ct, (2.4)

then the lemma is proved. Let us do integrations by part in (2.3) . We get

g(t, x) = (1 + |x|2)−d
∫

(1 + |x|2)dei(x|ξ)φ(ξ)e−t|ξ|2dξ

= (1 + |x|2)−d
∫ (

(Id−∆ξ)dei(x|ξ)
)
φ(ξ)e−t|ξ|2dξ

= (1 + |x|2)−d
∫
Rd
ei(x|ξ)(Id−∆ξ)d

(
φ(ξ)e−t|ξ|2

)
dξ.

Through Leibnitz’s formula, we obtain

(Id−∆)d
(
φ(ξ)e−t|ξ|2

)
=

∑
β≤|α|≤2d

Cα
β

(
∂(α−β)φ(ξ)

) (
∂βe−t|ξ|2

)
.
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The Faà-di-Bruno’s formula tells us that

et|ξ|
2
∂β(e−t|ξ|2) =

∑
β1+···+βm=β

|βj |≥1

(−t)m
m∏

j=1

∂βj (|ξ|2).

As the support of φ is included in a ring, it turns out that it exists a couple (c, C) of
strictly positive real numbers such that, for any ξ in the support of φ,∣∣∣(∂(α−β)φ(ξ)

) (
∂βe−t|ξ|2

)∣∣∣ ≤ C(1 + t)|β|e−t|ξ|2

≤ C(1 + t)|β|e−ct.

Thus we have proved that |g(t, x))| ≤ (1 + |x|2)−de−ct, which proves Inequality (2.4).

Using Lemmas 2.1.1 and 2.1.2 together with Duhamel’s formula, we infer immediately the
following corollary.

Corollary 2.1.1 Let C be a ring. Two positive constants c and C exist such that, for any
real a greater than 1, any positive λ and any f satisfying, for any t ∈ [0, T ], Supp f̂(t) ⊂ λC,
we have for u the solution of

∂tu− ν∆u = f and u|t=0 = 0.

and for any (a, b, p, q) ∈ [1,∞]4 such that b ≥ a and p ≥ q

‖u‖Lq([0,T ];Lb) ≤ C(νλ2)−1+
(

1
p
− 1

q

)
λd( 1

a
− 1

b )‖f‖Lp([0,T ];La).

Now, let us define a dyadic partition of unity. We shall use it all along this text.

Proposition 2.1.1 Let us define by C the ring of center 0, of small radius 3/4 and great
radius 8/3. It exists two radial functions χ and ϕ the values of which are in the interval [0, 1],
belonging respectively to D(B(0, 4/3)) and to D(C) such that

∀ξ ∈ Rd , χ(ξ) +
∑
j≥0

ϕ(2−jξ) = 1, (2.5)

∀ξ ∈ Rd \{0} ,
∑
j∈Z

ϕ(2−jξ) = 1, (2.6)

|j − j′| ≥ 2 ⇒ Supp ϕ(2−j ·) ∩ Supp ϕ(2−j′ ·) = ∅, (2.7)

j ≥ 1 ⇒ Supp χ ∩ Supp ϕ(2−j ·) = ∅, (2.8)

If C̃ = B(0, 2/3) + C, then C̃ is a ring and we have

|j − j′| ≥ 5 ⇒ 2j′ C̃ ∩ 2jC = ∅, (2.9)

∀ξ ∈ Rd ,
1
3
≤ χ2(ξ) +

∑
j≥0

ϕ2(2−jξ) ≤ 1, (2.10)

∀ξ ∈ Rd \{0} , 1
2
≤
∑
j∈Z

ϕ2(2−jξ) ≤ 1. (2.11)
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Proof of Proposition 2.1.1 Let us choose α in the interval ]1, 4/3[ let us denote by C′ the
ring of small radius α−1 and big radius 2α. Let us choose a smooth function θ, radial with
value in [0, 1], supported in C with value 1 in the neighbourhood of C′. The important point
is the following. For any couple of integers (p, q) we have

|j − j′| ≥ 2 ⇒ 2jC ∩ 2j′C = ∅. (2.12)

Let us suppose that 2j′C ∩ 2jC 6= ∅ and that j′ ≥ j. It turns out that 2j′ × 3/4 ≤ 4× 2j+1/3,
which implies that j′ − j ≤ 1. Now let us state

S(ξ) =
∑
j∈Z

θ(2−jξ).

Thanks to (2.12), this sum is locally finite on the space Rd \{0}. Thus the function S is
smooth on this space. As α is greater than 1,⋃

j∈Z

2jC′ = Rd \{0}.

As the function θ is non negative and has value 1 near C′, it comes from the above covering
property that the above function is positive. Then let us state

ϕ =
θ

S
· (2.13)

Let us check that ϕ fits. It is obvious that ϕ ∈ D(C). The function 1−
∑
j≥0

ϕ(2−jξ) is smooth

thanks to (2.12). As the support of θ is included in C, we have

|ξ| ≥ 4
3
⇒
∑
j≥0

ϕ(2−jξ) = 1. (2.14)

Thus stating
χ(ξ) = 1−

∑
j≥0

ϕ(2−jξ), (2.15)

we get Identites (2.5)and (2.7). Identity (2.8) is a obvious consequence of (2.12) and of (2.14).
Now let us prove (2.9) which will be useful in Section 2.5. It is clear that the ring C̃ is the
ring of center 0, of small radius 1/12 and of big radius 10/3. Then it turns out that

2pC̃ ∩ 2jC 6= ∅ ⇒
(3
4
× 2j ≤ 2p × 10

3
or

1
12
× 2p ≤ 2j 8

3

)
,

and (2.9) is proved. Now let us prove (2.10). As χ and ϕ have their values in [0, 1], it is clear
that

χ2(ξ) +
∑
j≥0

ϕ2(2−jξ) ≤ 1. (2.16)

Let us bound from below the sum of squares. The notation a ≡ b(2) means that a− b is even.
So we have

1 = (χ(ξ) + Σ0(ξ) + Σ1(ξ))2 with
Σ0(ξ) =

∑
j≡0(2),j≥0

ϕ(2−jξ) and Σ1(ξ) =
∑

j≡1(2),q≥0

ϕ(2−jξ).

From this it comes that 1 ≤ 3(χ2(ξ) + Σ2
0(ξ) + Σ2

1(ξ)). But thanks to (2.7), we get

Σ2
i (ξ) =

∑
j≥0,q≡i(2)

ϕ2(2−jξ)

and the proposition is proved.
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We shall consider all along this text two fixed functions χ and ϕ satisfying the asser-
tions (2.5)–(2.10). Now let us fix the notations that will be used in all the following of this
text.

Notations

h = F−1ϕ and h̃ = F−1χ,

∆−1u = χ(D)u = F−1(χ(ξ)û(ξ)),

if j ≥ 0 , ∆ju = ϕ(2−jD)u = 2jd
∫
Rd
h(2jy)u(x− y)dy,

if j ≤ −2 , ∆ju = 0,

Sju =
∑

j′≤j−1

∆pu = χ(2−jD)u = 2jd
∫
Rd
h̃(2jy)u(x− y)dy,

if j ∈ Z , ∆̇ju = ϕ(2−jD)u = 2jd
∫
Rd
h(2jy)u(x− y)dy,

if j ∈ Z , Ṡju =
∑

j′≤j−1

∆̇pu.

Remark Let us point that all the above operators ∆j and Sj maps Lp into Lp with norms
which do not depend on q. This fact will be used all along this book.

Now let us have a look of the case when we may write

Id =
∑
j

∆j or Id =
∑
j

∆̇j .

This is described by the following proposition, the proof of which is left as an exercise.

Proposition 2.1.2 Let u be in S ′(Rd). Then, we have, in the sense of the convergence in
the space S ′(Rd),

u = lim
j→∞

Sju.

The following proposition tells us that the condition of convergence in S ′ is somehow weak
for series, the Fourier transform of which is supported in dyadic rings.

Proposition 2.1.3 Let (uj)j∈N be a sequence of bounded functions such that the Fourier

transform of uj is supported in 2j C̃ where C̃ is a given ring. Let us assume that

‖uj‖L∞ ≤ C2jN .

Then the series (uj)j∈N is convergent in S ′.

Proof of Proposition 2.1.3 Let us use the relation (2.2). After rescaling it can be written

uj = 2−jk
∑
|α|=k

2jdgα(2j ·) ? ∂αuj .

Then for any test function φ in S, let us write that

〈uj , φ〉 = 2−jk
∑
|α|=k

〈uj , 2jdǧα(2j ·) ? (−∂)αφ〉 (2.17)

≤ C2−jk
∑
|α|=k

2jN‖∂αφ‖L1 .
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Let us choose k > N . Then (〈uj , φ〉)j∈N is a convergent series, the sum of which is less
than C‖φ‖M,S for some integer M . Thus the formula

〈u, φ〉 def= lim
j→∞

∑
j′≤j

〈∆j′u, φ〉

defines a tempered distribution.

For the case of the operators ∆̇j , the problem is a little bit more delicate. Obviously, it is
not true forn u = 1 because, for any integer j, we have ∆̇j1 = 0. This leads to the following
definition.

Definition 2.1.1 Let us denote by S ′h the space of tempered distribution such that

lim
j→−∞

Ṡju = 0 in S ′.

Examples

• If a tempered distribution u is such that its Fourier transform û is locally integrable
near 0, then u belongs to S ′h.

• If u is a tempered distribution such that for some function θ in D(Rd) with value 1 near
the origin, we have θ(D)u in Lp for some p ∈ [1,+∞[, then u belongs to S ′h.

• A non zero constant function u does not belong to S ′h because Ṡju = u for any j in Z.

Remarks

• The space S ′h is exactly the space of tempered distributions for which we may write

u =
∑
j

∆̇ju.

• The fact that u belongs to S ′h or not is an information about low frequencies.

• The space S ′h is not a closed subspace of S ′ for the topology of weak convergence.

• It is an exercice left to the reader to prove that u belongs to S ′h if and only if, for any θ
in D(Rd) with value 1 near the origin, we have lim

λ→∞
θ(λD)u = 0 in S ′.

2.2 Homogeneous Besov spaces

Definition 2.2.1 Let u be a tempered distribution, s a real number, and (p, r) ∈ [1,+∞]2.
The space Ḃs

p,r is the space of distribution in S ′h such that

‖u‖Ḃs
p,r

def=
(∑

j∈Z

2rqs‖∆̇ju‖r
Lp

) 1
r

.

There are two important facts to point out. The first one is about the homogeneity. If u is a
tempered distribution, then let us consider for any integer N , the tempered distribution uN

defined by uN
def= u(2N ·). We have the following proposition.
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Proposition 2.2.1 If ‖u‖Ḃs
p,r

is finite, so it is for uN and we have

‖uN‖Ḃs
p,r

= 2N(s− d
p
)‖u‖Ḃs

p,r
.

Proof of Proposition 2.2.1 We go back to the definition of the operator ∆̇j . This gives

∆̇juN (x) = 2jd
∫
h(2j(x− y)uN (y)dy

= 2jd
∫
h(2j(x− y))u(2Ny)dy.

By the change of variables z = 2Ny, we get that

∆̇juN (x) = 2(j−N)d
∫
h(2j−N (2Nx− z))u(z)dz

= (∆̇j−Nu)(2Nx).

So it turns out that ‖∆̇juN‖Lp = 2−N d
p ‖∆̇j−Nu‖Lp . We deduce from this that

‖2js∆̇juN‖Lp = 2N(s− d
p
)2(j−N)s‖∆̇j−Nu‖Lp .

And the proposition follows immediately by summation.

Theorem 2.2.1 The space (Ḃs
p,r, ‖ · ‖Ḃs

p,r
) is a normed space. Moreover, if s <

d

p
, then

(Ḃs
p,r, ‖ · ‖Ḃs

p,r
) is a Banach space. For any p, the space Ḃ

d
p

p,1 is also a Banach space.

Proof of Theorem 2.2.1 It is obvious that ‖ · ‖Ḃs
p,r

is a semi-norm. Let us assume that
for some u in S ′h, ‖u‖Ḃs

p,r
= 0. This implies that the support of û is included in {0} and thus

that, for any j ∈ Z, Ṡju = u. As u belongs to S ′h, this implies that u = 0.
Let us prove the second part of the theorem. First let us prove that those spaces are

continuously embedded in S ′. Thanks to Lemma 2.1.1, we have

‖∆̇ju‖L∞ ≤ C2j d
p ‖∆̇ju‖Lp . (2.18)

Thus, if u belongs to Ḃ
d
p

p,1, the series (∆̇ju)j∈Z is convergent in L∞. As u belongs to S ′h, this
implies that u belongs to L∞ and that

‖u‖L∞ ≤ C‖u‖
Ḃ

d
p
p,1

. (2.19)

In particular, the space Ḃ
d
p

p,1 is continuously embedded in L∞ (and thus in S ′). In the case
when s < d/p, let us write that, for negative j and for large enough M ,

|〈∆̇ju, φ〉| ≤ ‖∆̇ju‖L∞‖φ‖L1

≤ 2j d
p ‖∆̇ju‖Lp‖φ‖L1

≤ C2j
(

d
p
−s
)
‖u‖Ḃs

p,r
‖φ‖M,S . (2.20)
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For non negative j, formula (2.2) applied with u = ∆̇ju gives (after a dilation by 2j)

∆̇ju = 2−jk
∑
|α|=k

∂α(2jdgα(2j ·) ? ∆̇ju) with gα = F−1(iξ)α|ξ|−2kφ̃(ξ).

Thus we infer that

〈∆̇ju, φ〉 = 2−jk
∑
|α|=k

〈∂α(2jdgα(2j ·) ? ∆̇j), φ〉

= 2−jk
∑
|α|=k

〈∆̇j , 2jdǧα(2j ·) ? (−∂)αφ〉

≤ ‖∆̇ju‖L∞2−jk‖φ‖Mk,S

for large enough Mk. By definition of Ḃs
p,r, this gives 〈∆̇ju, φ〉 ≤ C2j

(
s− d

p
−k
)
‖u‖Ḃs

p,r
‖φ‖Mk,S .

Choosing k greater than s− d

p
and then Mk large enough, gives, using the fact that u is in S ′h

and the inequality (2.20), gives

〈u, φ〉 ≤ C‖u‖Ḃs
p,r
‖φ‖Mk,S . (2.21)

Let (s, p, r) satisfying the hypothesis of the theorem and let us consider a Cauchy se-
quence (un)n∈N in Ḃs

p,r. Using (2.19) or (2.21), this implies that a tempered distribution u
exists such that the sequence (un)n∈N converges to u in S ′. The main point of the proof
consists in proving that this distribution u belongs to S ′h. If s < d/p, as, for any n, un belongs
to S ′h, we have, thanks to (2.21),

∀j ∈ Z , ∀n ∈ N , |〈Ṡjun, φ〉| ≤ Cs2
j
(

d
p
−s
)
sup

n
‖un‖Ḃs

p,r
‖φ‖M,S .

As the sequence (un)n∈N tends to u in S ′, we have

∀j ∈ Z , |〈Ṡju, φ〉| ≤ Cs2
j
(

d
p
−s
)
sup

n
‖un‖Ḃs

p,r
‖φ‖M,S .

Thus u belongs to S ′h. The case when u belongs to Ḃ
d
p

p,1 is a little bit different. As (un)n∈N is

a Cauchy sequence in Ḃ
d
p

p,1 and using (2.19), we claim that

∀ε , ∃n0 / ∀j ∈ Z , ∀n ≥ n0 ,
∑
k≤j

‖∆̇kun‖L∞ ≤ ε

2
+
∑
k≤j

‖∆̇kun0‖L∞ .

Let us choose j0 small enough such that

∀j ≤ j0 ,
∑
k≤j

‖∆̇kun0‖L∞ ≤ ε

2
·

As un belongs to S ′h, we have, for any j ≤ j0 and any n ≥ n0, ‖Ṡjun‖L∞ ≤ ε. We know that
the sequence (un)n∈N tends to u in L∞. This implies that for any j ≤ j0, ‖Ṡju‖L∞ ≤ ε. This
proves that u belongs to S ′h. By definition of the norm of Ḃs

p,r the sequence (∆̇ju
(n))n∈N is a

Cauchy one in Lp for any j. Thus an element uj of Lp exists such that (∆̇ju
(n))n∈N converges

to uj in Lp. As (u(n))n∈N converges to u in S ′ we have ∆̇ju = uj . Let us define

a
(n)
j = 2js‖∆̇ju

(n)‖Lp and aj = 2js‖∆̇ju‖Lp .
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For any j, lim
n→∞

a
(n)
j = aj . As (a(n)

j )n∈N is a bounded sequence of `r(Z), a def= (aj)j∈Z is in `r(Z)

and thus u ∈ Ḃs
p,r. As (u(n))n∈N is a Cauchy sequence in Ḃs

p,r, we have,

∀ε > 0 , ∃n0 / ∀n ≥ n0 , ∀m ‖a(n+m) − a(n)‖`r(Z) ≤ ε.

As (a(n)) tends weakly to a in `r(Z), we get, passing to the limit in m in the above inequality
that ‖u(n) − u‖Ḃs

p,r
= ‖a− a(n)‖`r(Z) ≤ ε. This ends the proof of the theorem.

Let us give the first example for Besov space, the Sobolev spaces Ḣs.

Proposition 2.2.2 The two spaces Ḣs and Ḃs
2,2 are equal and the two norms satisfies

1
C |s|+1

‖u‖Ḃs
2,2
≤ ‖u‖Ḣs ≤ C |s|+1‖u‖Ḃs

2,2
.

Proof of Proposition 2.2.2 As the support of the Fourier transform of ∆̇ju is included in
the ring 2jC, it is clear, as j ≥ 0, that a constant C exists such that, for any real s and any u
such that û belongs to L2

loc,

1
C |s|+1

22js‖∆̇ju‖2
L2 ≤ ‖∆̇ju‖2

Ḣs ≤ C |s|+122js‖∆̇ju‖2
L2 . (2.22)

Using Identity (2.11), we get

1
2
‖u‖2

Ḣs ≤
∑
j∈Z

∫
ϕ2(2−jξ)|ξ|2s|û(ξ)|2dξ ≤ ‖u‖2

Ḣs

which proves the proposition.

Let us give an example of a function which belongs to a large class of Besov spaces. Let
us give an example of an L1

loc function which belongs to Ḃs
p,r.

Proposition 2.2.3 Let σ be in ]0, d[. Then we have, for any p in [1,∞],
1
| · |σ

∈ Ḃ
d
p
−σ

p,∞ .

Proof of Proposition 2.2.3 It is well known that the Fourier transform of | · |−σ is cd|ξ|σ−d

and thus belongs to the space L1 near the origin. Thus u is in S ′h. Now let us compute ∆̇j |·|−σ.
By definition of the operator ∆̇j , we have

∆̇j(| · |−σ)(x) = 2jd
∫
Rd
h(2j(x− y))|y|−σdy

= 2jσhσ(2jx) with

hσ(y) def=
∫
Rd
h(y − z)|z|−σdz.

As ĥσ(ξ) = ϕ(ξ)F(| · |−σ) = cdϕ(ξ)|ξ|σ−d, the function ĥσ belongs to D(Rd). In particular, hσ

is in Lp for any p ∈ [1,∞]. Then let us write that

‖∆̇j(| · |−σ)‖Lp = 2j
(
σ− d

p

)
‖hσ‖Lp .

This proves the proposition.
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Lemma 2.2.1 Let C′ be a ring in Rd; let (s, p, r) be as in Theorem 2.2.1. Let (uj)j∈Z be a
sequence of smooth functions such that

Supp ûj ⊂ 2jC′ and
∥∥∥(2js‖uj‖Lp)j∈Z

∥∥∥
`r
< +∞.

Then we have u =
∑
j∈Z

uj ∈ Ḃs
p,r and ‖u‖Ḃs

p,r
≤ Cs

∥∥∥(2js‖uj‖Lp)j∈Z

∥∥∥
`r

.

This immediately implies the following corollary.

Corollary 2.2.1 Let (s, p, r) be as above; then the space Ḃs
p,r does not depend on the choice

of the functions χ and ϕ used in the Definition 2.2.1.

Proof of Lemma 2.2.1 Let us first observe that, using Lemma 2.1.1, we have (uj)j≤0

is a convergent series in L∞. Let us denote by u− its limit. It is obvious that u− belongs
to S ′h. Using again Lemma 2.1.1, we get that ‖uj‖L∞ ≤ C2j

(
d
p
−s
)
. Proposition 2.1.3 implies

that (uj)j>0 is a convergente series in S ′. Let us denote by u+ its limit. The support of the

Fourier transform of u+ does not contain the origin. Thus u+ is in S ′h. So does u def= u− + u+.
Then, let us study ∆j′u. As C and C′ are two rings, an integer N0 exists so that |j′ − j| ≥ N0

then 2jC ∩ 2j′C′ = ∅. Here C is the ring defined in the Proposition 2.1.1. Now, it is clear that
if |j′ − j| ≥ N0, then ∆j′uj = 0. Then we can write that

‖∆̇j′u‖Lp = ‖
∑

|j−j′|<N0

∆̇j′uj‖Lp

≤ C
∑

|j−j′|<N0

‖uj‖Lp .

So, we obtain that

2j′s‖∆̇j′u‖Lp ≤ C
∑

j′≥−1
|j′−j|≤N0

2j′s‖uj‖Lp

≤ C
∑

j′≥−1
|j−j′|≤N0

2js‖uj‖Lp .

We deduce from this that

2j′s‖∆̇j′u‖Lp ≤ (ck)k∈Z ? (d`)`∈Z with ck = 1[−N0,N0](k) and d` = 1N(`)2`s‖u`‖Lp .

The classical property of convolution between `1(Z) and `r(Z) gives that

‖u‖Ḃs
p,r
≤ C

∥∥∥(2js‖uj‖Lp)j∈Z

∥∥∥
`r
.

This proves the lemma.

The following theorem is the equivalent of Sobolev embedding (see Theorem 1.2.1 page 11).

Theorem 2.2.2 Let 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ r1 ≤ r2 ≤ ∞. Then for any real number s

the space Ḃs
p1,r1

is continuously embedded in Ḃ
s−d

(
1

p1
− 1

p2

)
p2,r2 .

Proof of Theorem 2.2.2 In order to prove this result, we simply apply Lemma 2.1.1 which

‖∆̇ju‖Lp2 ≤ C2
jd

(
1

p1
− 1

p2

)
‖∆̇ju‖Lp1 .

Considering that `r1(Z) ⊂ `r2(Z), the theorem is proved.
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Now let us study the way Fourier multipliers acts of Besov spaces.

Proposition 2.2.4 Let σ be a smooth function on Rd which is homogeneous of degree m.
Then for any (s, p, r) ∈ R×[1,+∞]2 such that Ḃs−m

p,r is a Banach space, the operator σ(D)
maps continuously Ḃs

p,r into Ḃs−m
p,r .

Proof of Proposition 2.2.4 Lemma 2.1.1 tells us that ‖σ(D)∆̇ju‖Lp ≤ C2jm‖∆̇ju‖Lp .
Then Lemma 2.2.1 implies the proposition.

Remark Let us point out that this proof is very simple compared with the similar result
on Lp spaces when p belongs to ]1,+∞[. Moreover, as we shall see in the next section, Fourier
multipliers does not map L∞ into L∞ in general. From this point of view Besov spaces are
much easier to use that classical Lp spaces or Sobolev spaces modeled on Lp.

Theorem 2.2.3 A constant C exists which satisfies the following properties. If s1 and s2 are
two real numbers such that s1 < s2, if θ ∈]0, 1[, if r is in [1,∞], then we have, for any u ∈ S ′h,

‖u‖
Ḃ

θs1+(1−θ)s2
p,r

≤ ‖u‖θ
Ḃ

s1
p,r
‖u‖1−θ

Ḃ
s2
p,r

and

‖u‖
Ḃ

θs1+(1−θ)s2
p,1

≤ C

s2 − s1

(1
θ

+
1

1− θ

)
‖u‖θ

Ḃ
s1
p,∞
‖u‖1−θ

Ḃ
s2
p,∞

.

Proof of Theorem 2.2.3 For the first inequality, let us write that

2j(θs1+(1−θ)s2)‖∆̇ju‖Lp ≤
(
2js1‖∆̇ju‖Lp

)θ(
2js2‖∆̇ju‖Lp

)1−θ
.

The Hölder inequality implies the first inequality of the theorem. For the second one, (as quite
often in this text) we shall estimate in a different way low frequencies and high frequencies.
More precisely, let us write

‖u‖
Ḃ

θs1+(1−θ)s2
p,1

=
∑
j≤N

2j(θs1+(1−θ)s2)‖∆̇ju‖Lp +
∑
j>N

2j(θs1+(1−θ)s2)‖∆̇ju‖Lp .

By definition of the Besov norms, we have

2j(θs1+(1−θ)s2)‖∆̇ju‖Lp ≤ 2j(1−θ)(s2−s1)‖u‖Ḃ
s1
p,∞

and

2j(θs1+(1−θ)s2)‖∆̇ju‖Lp ≤ 2−jθ(s2−s1)‖u‖Ḃ
s2
p,∞

.

Thus we infer that

‖u‖
Ḃ

θs1+(1−θ)s2
p,1

≤ ‖u‖Ḃ
s1
p,∞

∑
j≤N

2j(1−θ)(s2−s1) + ‖u‖Ḃ
s2
p,∞

∑
j>N

2−jθ(s2−s1)

≤ ‖u‖Ḃ
s1
p,∞

2N(1−θ)(s2−s1)

2(1−θ)(s2−s1) − 1
+ ‖u‖Ḃ

s2
p,∞

2−Nθ(s2−s1)

1− 2−θ(s2−s1)
·

Choosing N such that
‖u‖Ḃ

s2
p,∞

‖u‖Ḃ
s1
p,∞

≤ 2N(s2−s1) < 2
‖u‖Ḃ

s2
p,∞

‖u‖Ḃ
s1
p,∞

implies the theorem.
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Proposition 2.2.5 A constant C exists which satisfies the following properties. Let (s, p, r)
be in (R− \{0}) × [1,∞]2 and u a distribution in S ′h. This distribution u belongs to Ḃs

p,r if
and only if

(2js‖Ṡju‖Lp)j∈N ∈ `r.

Moreover, we have

C−|s|+1‖u‖Ḃs
p,r
≤
∥∥∥(2js‖Ṡju‖Lp)j

∥∥∥
`r
≤ C

(
1 +

1
|s|

)
‖u‖Ḃs

p,r
.

Proof of Proposition 2.2.5 Let us write that

2js‖∆̇ju‖Lp ≤ 2js(‖Ṡj+1u‖Lp + ‖Ṡju‖Lp)

≤ 2−s2(j+1)s‖Ṡj+1u‖Lp + 2js‖Ṡju‖Lp .

This proves the inequality on the left. For the one on the right, let write that

2js‖Ṡju‖Lp ≤ 2js
∑

j′≤j−1

‖∆̇j′u‖Lp

≤
∑

j′≤j−1

2(j−j′)s2j′s‖∆̇j′u‖Lp .

As s is negative, we get the result.

2.3 Characterization of homogeneous Besov spaces

We shall give equivalent definitions of the Besov norm. These definitions does not use the
localisation in frequency space. The first one concerns negative indices and uses the heat flow.

Theorem 2.3.1 Let s be a positive real number and (p, r) ∈ [1,∞]2. A constant C exists
which satisfies the following property. For u in S ′h, we have

C−1‖u‖Ḃ−2s
p,r

≤
∥∥∥‖tset∆u‖Lp

∥∥∥
Lr(R+, dt

t
)
≤ C‖u‖Ḃ−2s

p,r
.

Proof of Theorem 2.3.1 The proof relies on Lemma 2.1.2. Let us estimate ‖ts∆̇je
t∆u‖Lp .

Using Lemma 2.1.2, we can write

‖ts∆̇je
t∆u‖Lp ≤ Cts22jse−ct22j

2−2js‖∆̇ju‖Lp .

Using that u belongs to S ′h and the definition of the homogeneous Besov (semi) norm, we have

‖tset∆u‖Lp ≤
∑
j∈Z

‖ts∆̇je
t∆u‖Lp

≤ C‖u‖Ḃ−2s
p,r

∑
j∈Z

ts22jse−ct22j
cr,j

where (cr,j)j∈Z denotes, as in all this proof, a generic element of the unit sphere of `r(Z).
If r = ∞, the inequality comes immedialtely form the following lemma, the proof of which is
an exercice left to the reader.
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Lemma 2.3.1 For any positive s, we have

sup
t>0

∑
j∈Z

ts22jse−ct22j
<∞.

If r < ∞, using the Hölder inequality with the weight 22jse−ct22j
, the above lemma and

Fubini’s theorem, we obtain∫ ∞

0
trs‖et∆u‖r

Lp

dt

t
≤ C‖u‖r

Ḃ−2s
p,r

∫ ∞

0

(∑
j∈Z

ts22jse−ct22j
cr,j

)r dt

t

≤ C‖u‖r
Ḃ−2s

p,r

∫ ∞

0

(∑
j∈Z

ts22jse−ct22j
)r−1(∑

j∈Z

ts22jse−ct22j
crr,j

)
dt

t

≤ C‖u‖r
Ḃ−2s

p,r

∫ ∞

0

∑
j∈Z

ts22jse−ct22j
crr,j

dt

t

≤ C‖u‖r
Ḃ−2s

p,r

∑
j∈Z

crr,j

∫ ∞

0
ts22jse−ct22j dt

t

≤ Cs‖u‖r
Ḃ−2s

p,r
with Cs

def=
∫ ∞

0
ts−1e−tdt.

To prove the other inequality, by definition of Cs, we have

∆̇ju = C−1
s+1

∫ ∞

0
ts(−∆)s+1et∆∆̇judt.

As et∆u = e
t
2
∆e

t
2
∆u, we can write, using Lemmas 2.1.1 and 2.1.2,

‖∆̇ju‖Lp ≤ C

∫ ∞

0
ts22j(s+1)e−ct22j‖∆̇je

t
2
∆u‖Lpdt

≤ C

∫ ∞

0
ts22j(s+1)e−ct22j‖et∆u‖Lpdt.

If r = ∞, we have

‖∆̇ju‖Lp ≤ C
(
sup
t>0

ts‖et∆u‖Lp

) ∫ ∞

0
22j(s+1)e−ct22j

dt

≤ C22js
(
sup
t>0

ts‖et∆u‖Lp

)
.

If r <∞, let us write that

∑
j

2−2jsr‖∆̇ju‖r
Lp ≤ C

∑
j∈Z

22jr
(∫ ∞

0
tse−ct22j‖et∆u‖Lpdt

)r

.

Hölder inequality with the weight e−ct22j
implies that(∫ ∞

0
tse−ct22j‖et∆u‖Lpdt

)r

≤
(∫ ∞

0
e−ct22j

dt

)r−1 ∫ ∞

0
trse−ct22j‖et∆u‖r

Lpdt

≤ C2−2j(r−1)
∫ ∞

0
trse−ct22j‖et∆u‖r

Lpdt.
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Thanks to Lemma 2.3.1 and Fubini’s theorem, we get∑
j

2−2jsr‖∆̇ju‖r
Lp ≤ C

∑
j∈Z

22j
∫ ∞

0
trse−ct22j‖et∆u‖r

Lpdt

≤ C

∫ ∞

0

(∑
j∈Z

t22je−ct22j
)
trs‖et∆u‖r

Lp

dt

t

≤ C

∫ ∞

0
trs‖et∆u‖r

Lp

dt

t
·

The theorem is proved.

The other characterization deals with indices s in ]0, 1[.

Theorem 2.3.2 Let s be in ]0, 1[ and (p, r) ∈ [1,∞]2. A constant C exists such that, for
any u in S ′h,

C−1‖u‖Ḃs
p,r
≤
∥∥∥‖τ−zu− u‖Lp

|z|s
∥∥∥

Lr(Rd; dz

|z|d
)
≤ C‖u‖Ḃs

p,r

Proof of Theorem 2.3.2 To prove the right inside inequality, we estimate ‖τ−z∆̇ju−∆̇ju‖Lp .
By definition of ∆̇j , we have

(τ−z∆̇ju− ∆̇ju)(x) = 2jd
d∑

`=1

2jz`
(∫ 1

0
h`,j(2j ·, tz)dt

)
? u with

h`,j(X,Z) def= ∂x`
h(X + 2jZ).

The support of the Fourier transform of h`,j(·, Z) is, for any Z, included in the ring C. Thus

(τ−z∆̇ju− ∆̇ju)(x) = 2jd
d∑

`=1

∑
|j−j′|≤1

2jz`
(∫ 1

0
h`,j(2j ·, tz)dt

)
? ∆̇j′u.

As for any Z, ‖h`,j(·, Z)‖L1 = ‖∂x`
h‖L1 , we have

‖τ−z∆̇ju− ∆̇ju‖Lp ≤ C2j |z|
∑

|j−j′|≤1

‖∆̇j′u‖Lp

≤ Ccr,j2j(1−s)|z|‖u‖Ḃs
p,r

where (cr,j)j∈Z is, as in the whole proof, any element of the unit sphere of `r(Z). We also have

‖τ−z∆̇ju− ∆̇ju‖Lp ≤ 2‖∆̇ju‖Lp

≤ Ccr,j2−js‖u‖Ḃs
p,r
.

We infer that, for any integer j′,

‖τ−zu− u‖Lp ≤ C‖u‖Ḃs
p,r

(
|z|
∑
j≤j′

cr,j2j(1−s) +
∑
j>j′

cr,j2−js
)
.

Let us choose j′ = jz such that
1
|z|

≤ 2jz < 2
1
|z|

. If r = ∞, we get that, for any z in Rd,

‖τ−zu− u‖Lp ≤ C|z|s‖u‖Ḃs
p,r
.
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If r <∞, let us write that∥∥∥‖τ−zu− u‖Lp

|z|s
∥∥∥r

Lr(Rd; dz

|z|d
)

≤ C2r‖u‖r
Ḃs

p,r
(I1 + I2) with

I1
def=

∫
Rd

(∑
j≤jz

cr,j2j(1−s)
)r

|z|−d+r(1−s)dz and

I2
def=

∫
Rd

(∑
j>jz

cr,j2−js
)r

|z|−d−rsdz.

Hölder inequality with the weight 2j(1−s) and definition of jz imply that(∑
j≤jz

cr,j2j(1−s)
)r

≤
(∑

j≤jz

2j(1−s)
)r−1 ∑

j≤jz

crr,j2
j(1−s)

≤ C|z|−(1−s)(r−1)
∑
j≤jz

crr,j2
j(1−s).

By Fubini’s theorem, we deduce that

I1 ≤ C
∑
j

(∫
B(0,2−j+1)

|z|−d+1−sdz
)
2j(1−s)crr,j ≤ C.

The estimate on I2 is strictly analogous. Now let us prove the other inequality. Thanks to the
fact that the function h is of meanvalue 0, let us write that

∆̇ju(x) = 2jd
∫
Rd
h(2jy)τyu(x)dy

= 2jd
∫
h(2jy)(τyu(x)− u(x))dy.

When r = ∞, we have

2js‖∆̇ju‖Lp ≤ 2jd
∫
Rd

2js|h(2jy)| ‖τyu− u‖Lpdy

≤ 2jd
∫
Rd

2js|y|s|h(2jy)|dy sup
y∈Rd

‖τyu− u‖Lp

|y|s

≤ C sup
y∈Rd

‖τyu− u‖Lp

|y|s
·

When r <∞, let us write that∑
j

2jsr‖∆̇ju‖r
Lp ≤ 2r(Σ1 + Σ2) with

Σ1
def=

∑
j

2jsr
(∫

2j |y|≤1
2jd|h(2jy)| ‖τyu− u‖Lpdy

)r

and

Σ2
def=

∑
j

2jsr
(∫

2j |y|≥1
2jd|h(2jy)| ‖τyu− u‖Lpdy

)r

.

Hölder inequality implies that(∫
2j |y|≤1

2jd|h(2jy)| ‖τyu− u‖Lpdy

)r

≤
(∫

2j |y|≤1
2jdr′ |h(2jy)|r′dy

)r−1

43



×
∫
2j |y|≤1

‖τyu− u‖r
Lpdy

≤ C2jd
∫
2j |y|≤1

‖τyu− u‖r
Lpdy.

Using Fubini’s theorem, we get that

Σ1 ≤ C

∫
Rd

( ∑
j/2j |y|≤1

2j(rs+d)
)
‖τyu− u‖r

Lpdy

≤ C

∫
Rd

‖τyu− u‖r
Lp

|y|rs

dy

|y|d
·

In order to estimate Σ2, let us write, using Hölder inequality with the measure |y|−ddy, that(∫
2j |y|≥1

2jd|h(2jy)| ‖τyu− u‖Lpdy

)r

≤ 2−jr
(∫

2j |y|≥1
|2jy|d+1|h(2jy)| ‖τyu− u‖Lp

|y|
dy

|y|d
)r

≤ 2−jr
∫
2j |y|≥1

‖τyu− u‖r
Lp

|y|r
dy

|y|d
·

Then, using Fubini’s theorem, we infer that

Σ2 ≤ C

∫
Rd

( ∑
j/2j |y|≥1

2−jr(1−s)
)‖τyu− u‖r

Lp

|y|r
dy

|y|d

≤ C

∫
Rd

‖τyu− u‖r
Lp

|y|rs

dy

|y|d
·

The theorem is proved.

2.4 Precised Sobolev inequalities

The basic lemma is the following one.

Lemma 2.4.1 Let 1 ≤ q < p < ∞ and α a positive real number. A constant C exists such
that

‖f‖Lp ≤ C‖f‖1−θ
Ḃ−α
∞,∞

‖f‖θ
Ḃβ

q,q
with β = α

(p
q
− 1

)
and θ =

q

p
·

Proof of Lemma 2.4.1 The proof of this lemma follows exactly the same lines as the proof
of the Sobolev inequality (see Theorem 1.2.1 page 11) which appears as a particular case of
this above lemma for q = 2 and α = d/2− β. Let us write that

‖f‖p
Lp = p

∫ ∞

0
λp−1µ(|f | > λ)dλ and f = Ṡjf + (Id−Ṡj)f.

By definition of the semi-norm ‖ · ‖Ḃ−α
∞,∞

, we have ‖Ṡjf‖L∞ ≤ C2jα‖f‖Ḃ−α
∞,∞

. Without any
loss of generality, we can assume that ‖f‖Ḃ−α

∞,∞
= 1. As we have

(|f | > λ) ⊂
(
|Ṡjf | >

λ

2

)
∪
(
|(Id−Ṡj)f | >

λ

2

)
,

choosing jλ in Z such that

1
2

( λ

4C

) 1
α < 2jλ ≤

( λ

4C

) 1
α , (2.23)
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we infer that (|f | > λ) ⊂
(
|(Id−Ṡjλ

)f | > λ

2

)
. Then, thanks to Bienaymé-Tchebitchev in-

equality, we have

‖f‖p
Lp ≤ p

∫ ∞

0
λp−1µ

(
|(Id−Ṡjλ

)f | > λ

2

)
dλ

≤ p2q
∫ ∞

0
λp−q−1‖(Id−Ṡjλ

)f‖q
Lqdλ.

Let us estimate ‖(Id−Ṡjλ
)f‖Lq . By definition of the semi-norm ‖ · ‖

Ḃβ
q,q

, we have

‖(Id−Ṡjλ
)f‖Lq ≤

∑
j≥jλ

‖∆̇jf‖Lq

≤
∑
j≥jλ

2−jβ2jβ‖∆̇jf‖Lq

≤ C‖f‖
Ḃβ

q,q

∑
j≥jλ

2−jβcj with ‖(cj)‖`q = 1.

Thus we get

‖f‖p
Lp ≤ C‖f‖q

Ḃβ
q,q

∫ ∞

0
λp−q−1

(∑
j≥jλ

2−jβcj
)q
dλ.

Using Hölder inequality in the sum (with the weight 2−jβ), we get, by Definition (2.23) of jλ,(∑
j≥jλ

2−jβcj
)q

≤
(∑

j≥jλ

2−jβ
)q−1 ∑

j≥jλ

2−jβcqj

≤ C2−jλβ(q−1)
∑
j≥jλ

2−jβcqj

≤ Cλ−(q−1) β
α

∑
j≥jλ

2−jβcqj .

Then it turns out that

‖f‖p
Lp ≤ C‖f‖q

Ḃβ
q,q

∫ ∞

0

∑
j

2−jβ1j≥jλ
cqjλ

p−q−(q−1) β
α
−1dλ.

By Definition (2.23) of jλ, we have using Fubini’s theorem

‖f‖p
Lp ≤ C‖f‖q

Ḃβ
q,q

∑
j

2−jβcqj

∫ 4C2jα

0
λp−q−(q−1) β

α
−1dλ

≤ C‖f‖q

Ḃβ
q,q

∑
j

2−jβcqj2
jα(p−q−(q−1) β

α) with ‖(cj)‖`q = 1.

As β = α
(

p
q − 1

)
and ‖(cj)‖`q = 1, we get that ‖f‖p

Lp ≤ C‖f‖q

Ḃβ
q,q

and the lemma is proved.

2.5 Paradifferential calculus

Let us study the way the product acts on Besov spaces. In order to do so, we shall use the
dyadic decomposition presented in the Section 2.1 to construct a homogenenous version of
the paradifferential calculus.
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Considering two tempered distributions u and v in S ′h, let us write

u =
∑
j

∆̇ju and v =
∑
j

∆̇jv.

Formally, the product writes uv =
∑
j′,j

∆̇j′u∆̇jv. Let us introduce Bony’s decomposition.

Definition 2.5.1 We call homogeneous paraproduct of v by u and denote by Ṫuv the bilinear
operator

Ṫuv
def=
∑
j

Ṡj−1u∆̇jv.

We call homogeneous remainder of u and v and denote by Ṙ(u, v) the bilinear operator:

Ṙ(u, v) =
∑

|j−j′|≤1

∆̇j′u∆̇jv.

Just by looking at the definition, it is clear that (still formally),

uv = Ṫuv + Ṫvu+ Ṙ(u, v). (2.24)

The way how paraproduct acts on Besov spaces is described by the following theorem.

Theorem 2.5.1 Let (s, p, r1) such that Ḃs
p,r1

is a Banach space. Then the paraproduct Ṫ

maps continuously L∞ × Ḃs
p,r1

into Ḃs
p,r. Moreover, if t is negative and r2 such that

1
r1

+
1
r2

def=
1
r
≤ 1,

and if Ḃs+t
p,r is a Banach space, then Ṫ maps continuously Ḃt

∞,r1
× Ḃs

p,r2
into Ḃs+t

p,r .

Proof of Theorem 2.5.1 From the assertion (2.9), the Fourier transform of Ṡj−1u∆̇jv
and also of Ṡj−1v∆̇ju is supported in 2j C̃. So, the only thing that we have to do is to esti-
mate ‖Ṡj−1u∆̇jv‖Lp . Lemma 2.1.1 and Proposition 2.2.5 claim that, for any integer j,

‖Ṡj−1u‖L∞ ≤ C‖u‖L∞ and ‖Ṡj−1u‖L∞ ≤ Ctcj,r12
−jt‖u‖Ḃt

∞,r1
(2.25)

where (cj,r)j∈Z denotes an element of the unit sphere of `r(Z). Using Lemma 2.2.1, the esti-
mates about paraproduct are proved.

Now we shall study the behaviour of operators R. Here we have to consider terms of the
type ∆̇ju∆̇jv. The Fourier transform of such terms is not supported in rings but in balls of
the type 2jB. Thus to prove that remainder terms belong to some Besov spaces, we need the
following lemma.

Lemma 2.5.1 Let B be a ball of Rd, s a positive real number and (p, r) in [1,∞]2 such
that s < d/p or s = d/p and r = 1. Let (uj)j∈Z be a sequence of smooth functions such that

Supp ûj ⊂ 2jB and
∥∥∥(2js‖uj‖Lp)j∈Z

∥∥∥
`r
< +∞.

Then we have u =
∑
j∈Z

uj ∈ Ḃs
p,r and ‖u‖Ḃs

p,r
≤ Cs

∥∥∥(2js‖uj‖Lp)j∈Z

∥∥∥
`r

.
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Proof of Lemma 2.5.1 We have for any j, we have

‖uj‖Lp ≤ C2−js and ‖uj‖L∞ ≤ C2j( d
p
−s)

.

By hypothesis, for any N , the series (uj)j≤N is convergent in L∞ and (uj)j>N is convergent
in Lp. Thus the series (uj)j∈Z is convergent in S ′ and its limit u belongs to S ′h. Then let us
study ∆j′uj . As C is a ring (defined in the proposition 2.1.1) and B is a ball, an integer N1

exists so that, if j′ ≥ j + N1, then 2j′C ∩ 2jB = ∅. So it is clear that if j′ ≥ j + N1,
then ∆j′uj = 0. Now, we write that

‖∆j′u‖Lp =
∥∥∥∥ ∑

j≥j′−N1

∆j′uj

∥∥∥∥
Lp

≤ C
∑

j≥j′−N1

‖uj‖Lp .

So, we get that

2j′s‖∆j′u‖Lp ≤ C
∑

j≥j′−N1

2j′s‖uj‖Lp

≤ C
∑

j≥j′−N1

2(j′−j)s2js‖uj‖Lp .

So, we deduce from this that

2j′s‖∆j′u‖Lp ≤ (ck) ? (d`) with ck = 1[−N1,+∞[(k)2
−ks and d` = 2`s‖u`‖Lp .

So the lemma is proved.

Theorem 2.5.2 Let (pk, rk) (for k ∈ {1, 2}) such that

1
p1

+
1
p2

def=
1
p
≤ 1 and

1
r1

+
1
r2

def=
1
r
≤ 1.

Let (s1, s2) ∈ R2 such that s1 + s2 ∈]0, d/p[, the operator Ṙ maps Ḃs1
p1,r1

× Ḃs2
p2,r2

into Ḃs1+s2
p,r .

Moreover, if s1 + s2 = 0 and r = 1, the operator Ṙ maps Ḃs1
p1,r1

× Ḃs2
p2,r2

into Ḃ0
p,∞. And

if s1 + s2 = d/p and r = 1, the operator Ṙ maps Ḃs1
p1,r1

× Ḃs2
p2,r2

into B
d
p

p,1.

Proof of Theorem 2.5.2 By definition of the remainder operator,

Ṙ(u, v) =
∑
j′

Ṙj′ with Ṙj′ =
1∑

i=−1

∆̇j′−iu∆̇j′v.

By definition of ∆̇j , Supp FṘj′ ⊂ 2j′B(0, 24). So, an integer N0 exists such that if j′ < j−N0,
then ∆̇jRj′ = 0. From this, we deduce that

∆̇jṘ(u, v) =
∑

j′≥j−N0

∆̇jṘj′ . (2.26)

Thus we can write

‖∆̇jRj′‖Lp ≤
1∑

i=−1

‖∆̇j′−iu‖Lp1‖∆̇j′v‖Lp2

≤ C2−j(s1+s2)
1∑

i=−1

2−(j′−j)(s1+s2)2(j′−i)s1‖∆̇j′−iu‖Lp12j′s2‖∆̇j′v‖Lp2 .
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Let us define (rj)j∈Z by rj
def= 2−j(s1+s2)‖∆̇jṘ(u, v)‖Lp . Using the assertion (2.26), we have

rj ≤ C(b(1) ? b(2))j with b
(1)
j = 2−j(s1+s2)1N−N0(j) and

b
(2)
j =

1∑
i=−1

2(j−i)s1‖∆̇j−iu‖Lp12js2‖∆̇jv‖Lp2 .

If s1 + s2 ∈]0, d/p[, the sequence (b(1)
j )j∈Z belongs to `1(Z) and the sequence (b(2)j )j∈Z belongs

to `12(Z). Thus (rj)j∈Z ∈ `r12(Z). Let us assume now that r12 = 1. If s1 + s2 = 0, (b(1)j )j∈Z

belongs to `∞(Z) and (b(2)
j )j∈Z to `1(Z). The theorem is proved on that case. If s1 +s2 = d/p,

then both (b(1)
j )j∈Z and (b(2)

j )j∈Z belong to `1(Z) and the whole theorem is proved.

Now, we are going to infer from this theorem the following two corollaries, the proof
of which is nothing but the systematic use of Bony’s decomposition and the application of
Theorems 2.5.1, 2.5.2 and 2.2.2.

Corollary 2.5.1 For any positive s and any (p, r) such that Ḃs
p,r is a Banach space, a con-

stant C exists such that

‖uv‖Ḃs
p,r
≤ C(‖u‖L∞‖v‖Ḃs

p,r
+ ‖u‖Ḃs

p,r
‖v‖L∞).

In particular, for any p ∈ [1,∞[, the space Ḃ
d
p

p,1 is an algebra.

Corollary 2.5.2 Let sk, pk, rk (for k ∈ {1, 2}) and p be such that

sk <
d

pk
,

1
r1

+
1
r2

def=
1
r
≤ 1 and p ≥ max{p1, p2}

If s1 + s2 > 0, the product maps Ḃs1
p1,r1

× Ḃs2
p2,r2

into Ḃ
s1+s2−d

(
1

p1
+ 1

p2
− 1

p

)
p,r . If s1 = −s2

and r = 1, the product maps Ḃs1
p1,r1

× Ḃs2
p2,r2

into Ḃ
−d

(
1

p1
+ 1

p2
− 1

p

)
p,∞ .

As an application of the above product laws, we shall prove Hardy inequalities.

Theorem 2.5.3 For any real s ∈
[
0,
d

2

[
, a constant C exists such that for any f in Ḣs(Rd),∫

Rd

|f(x)|2

|x|2s
dx ≤ C‖f‖2

Ḣs . (2.27)

Proof of Theorem 2.5.3 Let us define

Is(f) def=
∫
Rd

|f(x)|2

|x|2s
dx = 〈| · |−2s, f2〉.

Using Littewood-Paley decomposition, we can write, as f2 belongs to S ′h
Is(f) =

∑
|j−j′|≤2

〈∆̇j | · |−2s, ∆̇j′f
2〉

=
∑

|j−j′|≤2

〈2j( d
2
−2s)∆̇j | · |−2s, 2−j′( d

2
−2s)∆̇j′f

2〉.

Proposition 2.2.3 claims that | · |−2s belongs to Ḃ
d
2
−2s

2,∞ and Corollary 2.5.2 claims in particular
that ‖f2‖

Ḃ
2s− d

2
2,1

≤ C‖f‖2
Ḣs . Thus Is(f) ≤ C‖f‖2

Ḣs .
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2.6 Around the space Ḃ1
∞,∞

Theorem 2.6.1 The space Ḃ1
∞,∞ is not included in the space C0,1 of Lipschitz functions.

Let us exhibit a counterexample in R2 coming from incompressible bidimensionnal fluid me-
chanics. If H denotes the Heavyside function, let us state

ω(x) def= H(x1)H(1− x1)H(x2)H(1− x2) and (2.28)

v(x) def=
∫
R2

(x− y)⊥

|x− y|2
ω(y)dy where (z1, z2)⊥

def= (−z2, z1). (2.29)

In fact v is the divergence free vector field the vorticity of which is ω. The theorem is implies
by the following proposition, proved in [7].

Proposition 2.6.1 The above vector field v belongs to Ḃ1
∞,∞ but not to C0,1.

Nevertheless in this case when k = 1, it is possible to characterize Ḃ1
∞,∞. In order to do

so, let us introduce the following space, called Zygmund space.

Definition 2.6.1 For a continuous function u, let us define

‖u‖Ċ1
?

def= sup
(x,y)∈R2d

y 6=0

|u(x+ y) + u(x− y)− 2u(x)|
|y|

< +∞.

Proposition 2.6.2 The seminorms ‖ · ‖Ċ1
?

and ‖ · ‖Ḃ1
∞,∞

are equivalent.

Proof of Proposition 2.6.2 Let us consider a function u in Ḃ1
∞,∞ and a point y in Rd. For

any integer j,

|u(x+ y) + u(x− y)− 2u(x)| ≤ |Ṡju(x+ y) + Ṡju(x− y)− 2Ṡju(x)|+ 4
∑
j′≥j

‖∆̇j′u‖L∞

≤ |Ṡju(x+ y) + Ṡju(x− y)− 2Ṡju(x)|
‘ + 4

∑
j′≥j

2−j′(2j′‖∆̇j′u‖L∞)

≤ |Ṡju(x+ y) + Ṡju(x− y)− 2Ṡju(x)|+ 23−j‖u‖Ḃ1
∞,∞

.

Using Taylor inequality at order 2 we get that

|Ṡju(x+ y) + Ṡju(x− y)− 2Ṡju(x)| ≤ |y|2‖D2Ṡju‖L∞ .

But, using Lemma 2.1.1, we get that

‖D2Ṡju‖L∞ ≤
∑

j′≤j−1

‖D2∆̇j′u‖L∞

≤
∑

j′≤j−1

2j′(2j′‖∆̇j′u‖L∞)

≤ 2j‖u‖Ḃ1
∞,∞

.
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Thus we get that for any positive integer j,

|u(x+ y) + u(x− y)− 2u(x)| ≤
(
2j |y|2 + 22−j

)
‖u‖Ḃ1

∞,∞
.

Choosing again j = [− log2 y] + 1, we get

|u(x+ y) + u(x− y)− 2u(x)| ≤ C‖u‖B1
∞,∞

|y|.

Now let us consider a function u in C1
? . As the function ϕ given by proposition 2.1.1 is radial

(thus even) we have

2jd(h(2j ·) ? u)(x) = 2jd
∫
h(2jy)u(x+ y)dy.

As the integral of h on Rd is 0 we have

2jd(h(2j ·) ? u)(x) = 2jd−1
∫
h(2jy)(u(x+ y) + u(x− y)− 2u(x))dy.

As the function z 7→ |z|h(z) is integrable, we get

‖∆̇ju‖L∞ ≤ C2−j sup
y∈Rd

|u(x+ y) + u(x− y)− 2u(x)|
|y|

·

The proposition is proved. As we shall see in the next chapter, this type of space can play a
role in fluid mechanics.

Now we shall see how Littlewood-Paley theory allows to describe space with various type
of modulus of continuity. First let us give the following definition.

Definition 2.6.2 A function µ from an interval of type [0, a] to R+ is a modulus of continuity
if µ is an increasing continuous function such that µ(0) = 0. We say that µ is admissible if
and only if the function Γ defined by

Γ(y) def= yµ
(1
y

)
is non decreasing and satisfies

(A)
∫ ∞

x

1
y2

Γ(y)dy ≤ C
Γ(x)
x

·

Let us give very basic examples. If α ∈]0, 1], the functions µ(r) = rα, µ(r) = r(− log r)α and
also µ(r) = r(− log r)(log(− log r))α are admissible modulus of continuity.

Definition 2.6.3 Let µ be a modulus of continuity and (X, d) a metric space. The space Cµ

is the space of bounded continuous functions u such that

‖u‖Cµ

def= ‖u‖L∞(X) + sup
0<d(x,y)≤a

‖u(x)− u(y)‖
µ(d(x, y))

<∞.

Definition 2.6.4 Let Γ be an increasing function on [b,∞[. The space BΓ is the space of
bounded continuous functions u on Rd such that

‖u‖BΓ

def= ‖u‖L∞ + sup
j≥0

‖∇Sju‖L∞

Γ(2j)
<∞.
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Remarks When Γ(y) = y1−α, the space BΓ is equal to Ḃα
∞,∞ ∩ L∞.

Proposition 2.6.3 When µ is an admissible modulus of continuity, the two spaces Cµ and BΓ

are equal (of course on Rd).

Let us assume that u belongs to BΓ. As ∇∆j = ∇Sj+1 −∇Sj we have

‖∇∆ju‖L∞ ≤ CΓ(2j)‖u‖BΓ
.

Using Identity (2.1) page 29 we claim the existence of (ϕj)1≤j≤d in D(Rd \{0}) such that

ϕ(ξ) =
d∑

k=1

ϕk(ξ)iξkϕ(ξ) and thus ∆j =
d∑

k=1

2−jϕk(2−jD)∂k∆j .

This implies that
‖∆ju‖L∞ ≤ C2−jΓ(2j)‖u‖BΓ

. (2.30)

Now let us write

|u(x)− u(x′)| ≤ ‖∇Sju‖L∞ |x− x′|+ 2
∑
j′≥j

‖∆j′u‖L∞

≤ ‖∇Sju‖L∞ |x− x′|+ C‖u‖BΓ

∑
j′≥j

2−j′Γ(2j′).

Using Condition (A) and the fact then Γ is increasing, we have by definition of ‖ · ‖BΓ
,

|u(x)− u(x′)| ≤ ‖u‖BΓ

(
Γ(2j)|x− x′|+ C

∫ ∞

2j

1
y2

Γ(y)dy
)

≤ ‖u‖BΓ

(
Γ(2j)|x− x′|+ C2−jΓ(2j)

)
.

As usual let us choose 2−j ≡ |x − x′|. This gives that u is in Cµ. Now let us assume that u
belongs to Cµ. By definition of Sj we have

∂kSju(x) = 2jd2j
∫
Rd

(∂kh̃)(2j(x− y))u(y)dy.

As
∫
Rd
∂kh̃(y)dy = 0, we have

|∂kSju(x)| ≤ 2jd2j
∫
Rd
|∂kh̃(2j(x− y))| × |u(y)− u(x)|dy

≤ ‖u‖µ2jd2j
∫
Rd
|∂kh̃(2j(x− y))|µ(|y − x|)dy.

Cutting the above integral into two parts we have

|∂kSju(x)| ≤ ‖u‖µ2jd2j
∫
|z|≤2−j

|∂kh̃(2jz)|µ(|z|)dz

+ 2‖u‖µ2jd
∫
|z|≥2−j

|∂kh̃(2jz)| |2jz|Γ
(1
z

)
dz.

As µ is an increasing function, for any z such that |z| ≤ 2−j we have µ(|z|) ≤ µ(2−j). As Γ is

also an increasing function, thus for any z such that |z| ≥ 2−j we have Γ
( 1
|z|

)
≤ Γ(2j). Thus

|∂kSju(x)| ≤ ‖u‖µ2jd2jµ(2−j)
∫
|z|≤2−j

|∂kh̃(2jz)|dz

+ 2‖u‖µΓ(2j)2jd
∫
|z|≥2−j

|∂kh̃(2jz)| |2jz|dz.

We infer that ‖∇Sju‖L∞ ≤ C‖u‖µΓ(2j) and the proposition is proved.
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2.7 References and Remarks

The Littlewood-Paley theory is a classical theory of harmonic analysis. Its applications to
partial differential equations started in 1981 with the fondamental article [1] of J.-M. Bony
dedicated to the study of propagation of microlocal singularities in non linear hyperbolic
equations and where paradifferential calculus was introduced. The flexibility of this theory
makes that it is now a basic tool for the study of evolution partial differential equations. For
books presenting this theory in more details, see for instance [7], [49] or [53].
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Chapter 3

Besov spaces and Navier-Stokes
system

3.1 A wellposedness result in Besov spaces

The purpose of this section is to give an other approach of Theorem 1.4.2 page 23. As said by
Theorem 2.3.1 page 40, the smallness condition (1.18) in the case when T = ∞ is exactly the

smallness condition for the Ḃ
−1+ 3

p
p,∞ norm. The purpose of this section is to give another ap-

proach to Theorem 1.4.2. It relies on Littlewood-Paley theory. This theory allows a description
of the smoothing effect of the heat flow which is different from the one used in Chapter 1.

Let us be more specific now. Let us assume that u0 belongs to Ḃ
−1+ 3

p
p,∞ . We deduce from

Lemma 2.1.2 page 30 that ‖∆̇je
νt∆u0‖Lp ≤ Ce−cνt22j‖∆̇ju0‖Lp . By time integration, we get

‖∆̇je
νt∆u0‖L1(R+;Lp) ≤

C

ν22j
2−js‖u0‖Ḃs

p,∞
. (3.1)

This leads to the following definition.

Definition 3.1.1 For p in [1,∞], Ep is the space of functions u ∈ L∞(R+; Ḃ
−1+ 3

p
p,∞ ) such that

‖u‖Ep

def= sup
j

2j
(
−1+ 3

p

)
‖∆̇ju‖L∞(R+;Lp) + sup

j
ν22j2j

(
−1+ 3

p

)
‖∆̇ju‖L1(R+;Lp) <∞.

Let us remark that the estimate (3.1) implies that

‖eνt∆u0‖Ep ≤ C‖u0‖
Ḃ
−1+ 3

p
p,∞

.

The following theorem is the interpretation in this context of Theorem 1.4.2 in its global
version.

Theorem 3.1.1 Let p ∈ [1,+∞]. A constant c exists such that, if ‖u0‖
Ḃ
−1+ 3

p
p,∞

≤ cν, then a

unique solution u of (GNSν) exists in the ball of center 0 and radius 2cν of Ep.

Proof of Theorem 3.1.1 The reader knows that it is enough to prove the following lemma.

Lemma 3.1.1 For any p in [1,∞[, a constant C exists such that, for any T ∈]0,∞],

‖B(u, v)‖Ep ≤
C

ν
‖u‖Ep‖v‖Ep . (3.2)
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Proof of Lemma 3.1.1 Let us recall that the non linear term Q(u, v) can be written as

Qm(u, v) =
∑
k,`

Am
k,`(D)(ukv`)

where the Am
k,`(D) are homogeneous Fourier multipliers of degree 1. With the notations of

Chapter 2 page 33,
ukv` =

∑
j

Ṡju
k∆̇jv

` +
∑
j

∆̇ju
kṠj+1v

`.

The fact that the support of the Fourier transform of Ṡju
k∆̇jv

` and ∆̇ju
kṠj+1v

` are included
in 2jB for some ball B of R3, an integer N0 exists such that, if j′ < j −N0, then

∆̇jQ(Ṡj′u, ∆̇j′v) = ∆̇jQ(∆̇j′u, Ṡj′+1v) = 0.

Now, let us decompose B as

B(u, v) = B1(u, v) +B2(u, v) with

B1(u, v)
def=

∑
j

B(Ṡju, ∆̇jv) and

B2(u, v)
def=

∑
j

B(∆̇ju, Ṡj+1v).

By definition of B in Fourier space, an integer N0 exists such that

∆̇jB1(u, v)
def=

∑
j′≥j−N0

∆̇jB(Ṡj′u, ∆̇j′v) and (3.3)

∆̇jB2(u, v)
def=

∑
j′≥j−N0

∆̇jB(∆̇j′u, Ṡj′+1v). (3.4)

We shall treat only B1 because B2 is strictly similar. Using Lemma 2.1.1 page 29, we get

‖∆̇jQ(Ṡj′u, ∆̇j′v)‖Lp ≤ C2j sup
k,`

‖Ṡj′u
k∆̇j′v

`‖Lp

Using Lemma 2.1.2 page 30, we get

‖∆̇jB(Ṡj′u, ∆̇j′v)(t)‖Lp ≤
∫ t

0
e−ν(t−t′)22j‖∆̇jQ(Ṡj′u(t′), ∆̇j′v(t′)‖Lpdt′

≤ C2j
∫ t

0
e−ν(t−t′)22j

sup
k,`

‖Ṡj′u
k(t′)∆̇j′v

`(t′)‖Lpdt′ (3.5)

≤ C2j
∫ t

0
e−ν(t−t′)22j‖Ṡj′u(t′)‖L∞‖∆̇j′v(t′)‖Lpdt′.

By definitions of the operators Ṡj and of the Ep norm, we get, thanks to Lemma 2.1.1,

‖Ṡj′u(t′)‖L∞ ≤
∑

j′′<j′

‖∆̇j′′u(t′)‖L∞

≤
∑

j′′<j′

2j′′ 3
p ‖∆̇j′′u(t′)‖Lp

≤ C2j′‖u‖Ep .
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Thus we deduce that

‖∆̇jB(Ṡj′u, ∆̇j′v)(t)‖Lp ≤ C‖u‖Ep2
j2j′

∫ t

0
e−ν(t−t′)22j‖∆̇j′v(t′)‖Lpdt′.

Using the Young inequality for the time integral, we obtain by definition of the Ep norm that

Bj,j′(u, v)
def= ‖∆̇jB(Ṡj′u, ∆̇j′v)‖L∞(R+;Lp) + ν22j‖∆̇jB(Ṡj′u, ∆̇j′v)‖L1(R+;Lp)

≤ C‖u‖Ep2
j2j′‖∆̇j′v‖L1(R+;Lp)

≤ C

ν
‖u‖Ep‖v‖Ep2

j2−j′ 3
p .

Thanks to (3.3) and (3.4), we get

‖∆̇jB1(u, v)‖L∞([0,T ];Lp) + ν22j‖∆̇jB1(u, v)‖L1([0,T ];Lp) ≤
C

ν
‖u‖Ep‖v‖Ep

∑
j′≥j−N0

2−(j′−j) 3
p .

The lemma is proved.

3.2 The flow of scaling invariant solutions

The theorem about ordinary differential equations which generalizes the classical Cauchy-
Lipschitz theorem is the following. The underlying concept is the Osgood condition.

Definition 3.2.1 Let µ be a modulus of continuity. We shall say that µ is an Osgood modulus
of continuity if and only if ∫ a

0

dr

µ(r)
= +∞.

Let us give some examples. The functions

µ(r) = r , µ(r) = r(− log r)α and µ(r) = r(− log r)(log(− log r))α

are Osgood modulus of continuity if α < 1. The function µ(r) = rα with α < 1 is not. Neither
are the functions

µ(r) = r(− log r)α and µ(r) = r(− log r)(log(− log r))α

if α ≥ 1. The interest of this definition is illustrated by the following theorem.

Theorem 3.2.1 Let E be a Banach space, Ω an open subset of E, I a open interval of R
and (t0, x0) an element of I × Ω. Let us consider a function F ∈ L1

loc(I; Cµ(Ω;E)). Let us
assume that µ is an Osgood modulus of continuity. Then an open interval J exists such
that t0 ∈ J ⊂ I and such that the equation

(EDO) x(t) = x0 +
∫ t

t0
F (t′, x(t′))dt′

has a unique continuous solution defined on J .
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Proof of Theorem 3.2.1 Let us begin by proving the uniqueness of the trajectories. Let x1(t)
and x2(t) two solutions of (EDO) defined in a neighbourhood J̃ of t0 with the same initial
data x0. Let us define δ(t) = ||x1(t)− x2(t)||. It is obvious that

0 ≤ δ(t) ≤
∫ t

t0
γ(t′)µ(δ(t′))dt′ with γ ∈ L1

loc(I) and γ ≥ 0. (3.6)

Now the key point is the following classical Osgood Lemma which can be understood as
a generalization of classical Gronwall Lemma.

Lemma 3.2.1 Let ρ be a measurable function with value in [0, a], γ a non negative locally
integrable function and µ a continuous and non decreasing function. Let us assume that, for
a non negative real number c, the function ρ satisfies

ρ(t) ≤ c+
∫ t

t0
γ(t′)µ(ρ(t′))dt′. (3.7)

If c is positive, then we have

−M(ρ(t)) +M(c) ≤
∫ t

t0
γ(t′)dt′ with M(x) =

∫ 1

x

dr

µ(r)
· (3.8)

If c = 0 and if µ is Osgood then the function ρ is identically 0.

Let us admit this lemme for a while. We immediatly get that δ ≡ 0 in (3.6). Now let us prove
the existence by considering the classical Picard scheme

xk+1(t) = x0 +
∫ t

t0
F (t′, xk(t′))dt′.

We skip the fact that for J small enough, the sequence (xk)k∈N is well defined and bounded
in the space Cb(J,Ω). Let us state ρk,n(t) = sup

t′≤t
‖xk+n(t′)− xk(t′)‖. We have that

0 ≤ ρk+1,n(t) ≤
∫ t

t0
γ(t′)µ(ρk,n(t′))dt′.

Let us state ρk(t)
def= sup

n
ρk,n(t). As µ is a non decreasing function we deduce that

0 ≤ ρk+1(t) ≤
∫ t

t0
γ(t′)µ(ρk(t′))dt′.

Fatou’ Lemma implies now that

ρ̃(t) def= lim sup
k→∞

ρk(t) ≤
∫ t

t0
γ(t′)µ(ρ̃(t′))dt′.

Lemme 3.2.1 implies that ρ̃(t) ≡ 0 near t0; this concluded the proof of Theorem 3.2.1.

Proof of Lemma 3.2.1 Let us state

Rc(t)
def= c+

∫ t

t0
γ(t′)µ(ρ(t′))dt′.
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The function Rc is a continuous non decreasing function. So we have

dRc

dt
= γ(t)µ(ρ(t))

≤ γ(t)µ(Rc(t)). (3.9)

Let us assume that c is positive. The function Rc is also positive. So we infer from (3.9) that

− d

dt
M(Rc(t)) =

dRc

dt

1
µ(Rc(t))

≤ γ(t).

Thus we get (3.8) by integration. Let us assume now that c = 0 and that ρ is not identically 0

near t0. As the function µ is non decreasing, we can consider the function ρ̃(t) def= sups∈[t0,t] ρ(t′)
instead of ρ. A real number t1 greater than t0 exists such that ρ(t1) is positive. As the function ρ
satisfies (3.7) with c = 0, it also satisfies this inequality for any positive c′ less than ρ(t1).
Then it comes from (3.8) that

∀c′ ∈]0, ρ(t1)] , M(c′) ≤
∫ t1

t0
γ(t′)dt′ +M(ρ(t1)),

which implies that
∫ 1

0

dr

µ(r)
< +∞. Thus the lemma is proved.

Theorem 3.2.1 implies that a flow can be defined. The regularity of the flow can be com-
puted in a general formula.

The following proposition establishes that we have to generalize Osgood Theorem if we
want to prove the existence of a flow for solution of (NSν) given by Theorem 3.1.1.

Proposition 3.2.1 Let u0 be a distribution homogeneous of degree −1 and smooth outside
the origin. Let µ any admissible modulus of continuity such that et∆u0 ∈ L1([0, T ];Cµ) for
some positive T . Then µ does not satisfies the Osgood condition.

Proof of Proposition 3.2.1 The fact that u0 is homogenenous of degree −1 implies
that ∇Sju0 = 22jS0u0(2j ·) and thus that

‖et∆∇Sju0‖L∞ = 22j‖et22j∆∇S0u0‖L∞ .

On the space of functions the Fourier transform of which is compactly supported in a fixed
compact, the operator e−c∆ is bounded on all the Lp spaces. As the function Γ is non decreas-
ing, we have, if jt denote the greatest integer j such that j tel que 2−2j ≥ t,

sup
j

‖et∆∇Sju0‖L∞

Γ(2j)
≥ 22jt

‖et22jt∆∇S0u0‖L∞

Γ(2jt)
≥ C

t

1

Γ
(

1√
t

) ·
Thus, if et∆u0 is in L1([0, T ];Cµ), we have by definition of Γ,

∫ √
T

0

dr

µ(r)
= 2

∫ T

0

dt

tΓ
(

1√
t

) ≤ c

∫ T

0
‖et∆u0‖Cµdt.

The proposition is proved.
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Theorem 3.2.2 A constant C exists such that, for any v in the space L1([0, T ];B−r
∞ ), for

some positive r and such that a positive integer j0 exists such that

Nj0(T, v)
def= sup

j≥j0

2j‖∆jv‖L1([0,T ];L∞) <
1
C

,

then a unique a continuous map ψ of [0, T ]×Rd in Rd exists such that

ψ(t, x) = x+
∫ t

0
v(t′, ψ(t′, x))dt′ et ψ(t, ·)− Id ∈ C1−CNj0

(t,v) ∀t ≤ T.

Proof of Theorem 3.2.2 We shall only proof the following lemma.

Lemma 3.2.2 Under the hypothesis of the above theorem, if γj are two continuous functions
such that

γj(t) = xj +
∫ t

0
v(t′, γj(t′))dt′,

we have, if |x1 − x2| ≤ 2−j0 ,

∀t0 ≤ T , |γ1(t0)− γ2(t0)| ≤ C|x1 − x2|1−CNj0
(t0,v) exp

(
2j0(r+1)

∫ t0

0
‖v(t, ·)‖B−r

∞,∞
dt
)
.

Proof of Lemma 3.2.2 Let us decompose v in a low and a high frequency part. This leads to

|γ1(t)− γ2(t)| ≤ |x1 − x2|+
∫ t

0
|Sjv(t′, γ1(t′))− Sjv(t′, γ2(t′))|dt′

+ 2
∫ t

0

∑
j′≥j

‖∆j′v(t′)‖L∞dt′

≤ |x1 − x2|+
∫ t

0
‖∇Sjv(t′, ·)‖L∞ |γ1(t′)− γ2(t′)|dt′

+ 21−j
∑
j′≥j

2j−j′2j′
∫ t

0
‖∆j′v(t′)‖L∞dt′.

Let us state, for 0 ≤ t ≤ t0 ≤ T , ρ(t) def= sup
t′≤t

|γ1(t′)− γ2(t′)| and

Dj(t)
def= |x1 − x2|+ 22−jNj0(t0, v) +

∫ t

0
‖∇Sjv(t′, ·)‖L∞ |γ1(t′)− γ2(t′)|dt′.

By definition of Nj0(t, v), for any ∀j ≥ j0, ρ(t) ≤ Dj(t). Then, we have,

∀t ≤ t0 , Dj(t) ≤ |x1 − x2|+ 22−jNj0(t0, v) +
∫ t

0
‖∇Sjv(t′, ·)‖L∞Dj(t′)dt′.

The Gronwall lemma implies that, for any t ≤ t0,

Dj(t) ≤
(
|x1 − x2|+ 22−jNj0(t0, v)

)
exp

(∫ t

0
‖∇Sjv(t′, ·)‖L∞dt′

)
.
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Using Lemma 2.1.1 page 29, we have, for any t ≤ t0,∫ t

0
‖∇Sjv(t′, ·)‖L∞dt′ ≤

∫ t

0

∑
j′<j0

2j′‖∆j′v(t′, ·)‖L∞dt′ +
j∑

j′=j0

∫ t

0
2j′‖∆j′v(t′, ·)‖L∞dt′

≤ 2j0(r+1)
∫ t

0
‖v(t′, ·)‖B−r

∞,∞
dt′ + jNj0(t, v). (3.10)

Thus for any integer j ≥ j0 and any t ≤ t0, we have

Dj(t) ≤
(
(|x1 − x2|+ 22−jNj0(t0, v)

)
exp

(
2j0(r+1)

∫ t

0
‖v(t′, ·)‖B−r

∞,∞
dt′ + jNj0(t, v)

)
.

Let us choose 2j ≡ |x1 − x2|−1; we infer that

ρ(t0) ≤ C|x1 − x2|1−CNj0
(t0,v) exp

(
2j0(r+1)

∫ t0

0
‖v(t′, ·)‖B−r

∞,∞
dt′
)

and the lemma is proved.

3.3 References ans Remarks

Theorem 3.1.1 has been proved by M. Cannone, Y. Meyer and F. Planchon in [3] by a different
method. A local version and various extensions of Theorem 3.1.1 can be founded in [9]. The
rest of this short chapter comes essentially from [11]. For an extensive study if the use of
Littlewood-Paley theory in the context of Navier-Stokes equations, we refer to the books [4]
by M. Cannone and [39] by P.-G. Lemarié-Rieusset.
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Chapter 4

Anisotropic viscosity

The purpose of this section is to study a version of the incompressible Navier-Stokes system
in R3 where the usual Laplacian is substituted by the Laplacian in the horizontal variables,

(ANSν)


∂tu+ u · ∇u− ν∆hu = −∇p

div u = 0
u|t=0 = u0,

where ∆h
def= ∂2

1 + ∂2
2 . We refer to [14] for the motivations. As we shall see, it appears to be

partly parabolic (in the horizontal variables) and partly hyperbolic (in the vertical variable).
The purpose is to prove theorems analogous to the case of classical Navier-Stokes system.

4.1 Wellposedness with one vertical derivative in L2

To make the basic ideas clearer, we shall first prove a weaker theorem, but the proof of which
is simpler. Let us introduce anisotropic Sobolev spaces which are natural here because the
horizontal variable xh = (x1, x2) does not play the same role as the vertical one x3.

Definition 4.1.1 Let s and s′ be two real number. The space Hs,s′ is the space of tempered
distributions u such that û belongs to L1

loc(R
3) and

‖u‖2
Hs,s′

def=
∫
R3

(1 + |ξh|2)s(1 + ξ23)
s′ |û(ξ)|2dξ <∞.

It is obvious that Hs,s′ is a Banach space. Our theorem is the following.

Theorem 4.1.1 Let u0 in an initial data in H0,1(R3). Then a positive time T exists such
that a unique solution u of (ANSν) exists in the space

L∞([0, T ];H0,1) ∩ L2([0, T ];H1,1).

Moreover, the solution u is continuous with value in L2 and satisfies the energy equality

‖u(t)‖2
L2 + 2ν

∫ t

0
‖∇hu(t′)‖2

L2dt′ = ‖u0‖2
L2 .

Moreover, if we have

‖u0‖
1
2

L2‖∂3u0‖
1
2

L2 ≤ cν (4.1)

for some small enough constant c, then the solution is global.
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Proof of Theorem 4.1.1 The lack of smoothing effect in the vertical variable x3 prevents
both from solving the system by a fixed point method like in Section 1.2 and from using
compactness methods based on the L2 energy estimate. The structure of the proof is the
following:

• first, we shall define a family of approximated problems with global smooth solutions,

• then we shall solve globally those approximated problems and prove uniform bounds on
this family,

• then, we shall prove that the sequence defined by this procedure is a Cauchy sequence
in the energy space

L∞([0, T ];L2) ∩ L2([0, T ];H1,0).

Step 1: The family of approximated solutions We use the Friedrichs method: let us
define the sequence of operators (Pn)n∈N by

Pna
def= F−1(1B(0,n)â)

and let us solve

(ANSν,n)


∂tun − ν∆hun + Pn(un · ∇un)− Pn

∑
1≤j,k≤3

∇∆−1∂j∂k(uj
nu

k
n) = 0

div un = 0
un|t=0 = Pnu0

where ∆−1∂j∂k is defined precisely in (1.2) page 9. In fact, the system (ANSν,n) turns out to
be an ordinary differential equation on the space

L2
n

def=
{
v ∈ L2(R3) / div v = 0 and Supp v̂ ⊂ B(0, n)

}
with the L2 norm because we have, for any u and v in L2

n,

Qn(u, v) def=
∥∥∥Pn(u · ∇v)− Pn∇

∑
1≤j,k≤3

∆−1∂j∂k(ujvk)
∥∥∥

L2

≤ Cn
3
2
+1‖u‖L2‖v‖L2 .

Thus, for any n, a maximal solution un exists in C∞([0, Tn[;L2
n) with of course Tn > 0.

Step 2: A priori bounds The first one is easily obtained: it is simply the energy esti-
mate (1.1) page 8 formally done in the introduction and which is now rigorous because un is
smooth, namely

‖un(t)‖2
L2 + 2ν

∫ t

0
‖∇hun(t′)‖2

L2dt′ = ‖Pnu0‖2
L2 ≤ ‖u0‖2

L2 . (4.2)

Let us recall some classical blow up result s for ordinary differential equations. Let us state
now a necessary condition for blow up.
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Proposition 4.1.1 Let F be a function from R×E into E which satisfy the hypothesis of
Theorem 3.2.1 at any point (t0, x0) of E. Let us also assume that a locally bounded function M
from R+ into R+ and a locally integrable function β from R+ into R+ exist such that

‖F (t, u)‖ ≤ β(t)M(‖u‖).

Then if ]T?, T
?[ is the maximal intervalle of existence of an integral curve and if T ? is finite,

we have
lim sup

t→T ?
‖u(t)‖ = ∞.

Proof of Proposition 4.1.1 Let us first observe that, if you consider a positive time T such
that ‖u(t)‖ is bounded on [T0, T [, then we can extend the solution on [T0, T1] with T1 > T .
As the function u is bounded on [T0, T [, we deduce from the hypothesis on F that,

∀t ∈ [T0, T [ , ‖F (t, u(t))‖ ≤ Cβ(t),

the function β being integrable on [T0, T ]. Thus for any positive ε, a positive η exists such
that, for any t and t′ such that T − t < η and T − t′ < η,

‖u(t)− u(t′)‖ < ε.

The space E being complete, u? exists in E such that lim
t→T

u(t) = u?. Applying Theorem 3.2.1,

we construct a solution of (EDO) on [T0, T1].

Corollary 4.1.1 Under the hypotheses of Proposition 4.1.1, if we have in addition

‖F (t, u)‖ ≤M‖u‖2,

then if the maximal time interval of existence is ]T?, T
?[ and T ? is finite, then∫ T ?

0
‖x(t)‖dt = ∞.

Proof of Corollary 4.1.1 The solution satisfies

‖x(t)‖ ≤ ‖x0‖+M

∫ t

0
‖x(t′)‖2dt′.

Gronwall’s lemma implies that

‖x(t)‖ ≤ ‖x0‖ exp
(
M

∫ t

0
‖x(t′)‖dt′

)
.

Thanks to Corollary 4.1.1, this implies that, for any n, the solution un of (ANSν,n) is
global which means that, for any n, un belongs to C∞(R+;L2

n).

The second a priori bound is more difficult to obtain. Let us differentiate (ANSν,n) with
respect to ∂3. This gives, dropping the index n in order to make the notations lighter,

‖∂3u(t)‖2
L2 + 2ν

∫ t

0
‖∇h∂3u(t′)‖2

L2dt′ = ‖∂3Pnu0‖2
L2 − 2

∑
1≤k,`≤3

Ik,`(t) (4.3)

with
Ik,`(t)

def=
∫
R3
∂3u

k(t)∂ku
`(t)∂3u

`(t)dx.

Let us start with the term Ik,` with k 6= 3, namely the terms which contain only two vertical
derivatives, which are the one which are not compensated by any smoothing effect. The
following proposition will be useful.
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Proposition 4.1.2 A constant C exists such that(∫
R3
a(x)b(x)c(x)dx

)2
≤ Cmin

{
‖a‖L∞(Rx3 ;L2

h
)‖∇hb‖L2 , ‖∇ha‖L∞(Rx3 ;L2

h
)‖b‖L2

}
× ‖a‖L∞(Rx3 ;L2

h
)‖b‖L2‖∇hc‖L2‖c‖L2 .

Proof of Proposition 4.1.2 Let us write that

J(a, b, c) def=
∫
R3
a(x)b(x)c(x)dx

=
∫
R
dx3

∫
R2
a(xh, x3)b(xh, x3)c(xh, x3)dxh.

The Hölder inequality implies that

J(a, b, c) ≤
∫
R
‖a(·, x3)‖L2

h
‖b(·, x3)‖L4

h
‖c(·, x3)‖L4

h
dx3

≤ ‖a‖L∞(Rx3 ;L2
h
)‖b‖L2(Rx3 ;L4

h
)‖c‖L2(Rx3 ;L4

h
).

Then using the Sobolev inequality, the interpolation inequality and the Cauchy-Schwarz in-
equality, we get that

‖b‖2
L2(Rx3 ;L4

h
) ≤

∫
R
‖∇hb(·, x3)‖L2

h
‖b(·, x3)‖L2

h
dx3

≤ ‖∇hb‖L2‖b‖L2 .

The proof of the other inequality is similar.

We shall also use a corollary of this proposition.

Corollary 4.1.2 A constant C exists such that(∫
R3
a(x)b(x)c(x)dx

)2
≤ C‖∂3a‖L2‖a‖L2‖∇hb‖L2‖b‖L2‖∇hc‖L2‖c‖L2 .

Proof of Corollary 4.1.2 Let us observe that

‖a(·, x3)‖2
L2

h
=

∫ x3

−∞

d

dy3

(∫
R2
|a(xh, y3)|2dxh

)
dy3

= 2
∫ x3

−∞

∫
R2
a(xh, y3)∂y3a(xh, y3)dxhdy3.

Cauchy-Schwarz inequality implies that

∀x3 ∈ R , ‖a(·, x3)‖2
L2

h
≤ 2‖∂3a‖L2‖a‖L2 .

The corollary is proved.

Let us go back to the proof of Theorem 4.1.1. Applying the above corollary in the case
when a = ∂ku

`, b = ∂3u
k and ∂3u

` gives

Ik,`(t) ≤ C‖∇h∂3u(t)‖
3
2

L2‖∂3u(t)‖L2‖∇hu(t′)‖
1
2

L2 .
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The estimate of the terms I3,` demands the use of the special structure of the system, namely
the fact that the non linear term is u · ∇u and that the vector fields involved are divergence
free. The divergence free condition implies that

I3,`(t) =
∫
R3
∂3u

3(t, x)∂3u
`(t, x)∂3u

`(t, x)dx

= −
∫
R3

divh u
h(t, x)∂3u

`(t, x)∂3u
`(t, x)dx.

This term is strictly analogous to the preceeding ones. Thus, we have that, for any k and `,

Ik,`(t) ≤ C‖∇h∂3u(t)‖
3
2

L2‖∂3u(t)‖L2‖∇hu(t)‖
1
2

L2 .

Plugging this in the energy estimate (4.3) gives

‖∂3u(t)‖2
L2 + 2ν

∫ t

0
‖∇h∂3u(t′)‖2

L2dt′ ≤ ‖∂3u0‖2
L2

+ C

∫ t

0
‖∇h∂3u(t′)‖

3
2

L2‖∂3u(t′)‖L2‖∇hu(t′)‖
1
2

L2dt
′.

Using the convexity inequality ab ≤ 1
4
a4 +

3
4
b

4
3 , we have

‖∂3u(t)‖2
L2 + ν

∫ t

0
‖∇h∂3u(t′)‖2

L2dt′ ≤ ‖∂3u0‖2
L2 +

C

ν3

∫ t

0
‖∂3u(t′)‖4

L2‖∇hu(t′)‖2
L2dt′. (4.4)

Let us reintroduce for the moment the index n and define

Tn
def= sup

{
t > 0 , ‖∂3un‖2

L∞([0,t];L2) + ν‖∇h∂3un‖2
L2([0,t];L2) ≤ 2‖∂3u0‖2

L2

}
.

As the function un is continuous with value in Hs for any s and as ‖∂3Pnu0‖L2 ≤ ‖∂3u0‖L2

in L2, the time Tn is positive and for any t < Tn, we have

‖∂3un(t)‖2
L2 + ν

∫ t

0
‖∇h∂3u(t′)‖2

L2dt′ ≤ ‖∂3u0‖2
L2

(
1 +

C

ν3
‖∂3u0‖2

L2

∫ t

0
‖∇hun(t′)‖2

L2dt′
)
. (4.5)

Thanks to the energy estimate (4.2), we have, for any t < Tn,

‖∂3un(t)‖2
L2 + ν

∫ t

0
‖∇h∂3un(t′)‖2

L2dt′ ≤ ‖∂3u0‖2
L2

(
1 +

C

ν4
‖∂3u0‖2

L2‖u0‖2
L2

)
.

Thus under the smallness condition (4.1), we have that Tn = +∞ and thus,

∀t ≥ 0 , ∀n ∈ N , ‖∂3un(t)‖2
L2 + ν

∫ t

0
‖∇h∂3un(t′)‖2

L2dt′ ≤ 2‖∂3u0‖2
L2 .

Now, let us investigate the case when the initial data does not satisfy the smallness condition.
We shall write un as a perturbation of the free solution uN0,F

def= eνt∆PnPN0u0 by stating

wn
def= un − uN0,F ,

the integer N0 being chosen later on. Inequality (4.5) becomes

‖∂3un(t)‖2
L2 + ν

∫ t

0
‖∇h∂3un(t′)‖2

L2dt′

≤ ‖∂3u0‖2
L2

(
1 +

C

ν3
‖∂3u0‖2

L2

(∫ t

0
‖∇huN0,F (t′)‖2

L2dt′ +
∫ t

0
‖∇hwn(t′)‖2

L2dt′
))
.

65



By definition of uN0,F , we get

‖∂3un(t)‖2
L2 + ν

∫ t

0
‖∇h∂3un(t′)‖2

L2dt′

≤ ‖∂3u0‖2
L2

(
1 +

C

ν3
‖∂3u0‖2

L2

(
tN2

0 ‖u0‖2
L2 +

∫ t

0
‖∇hwn(t′)‖2

L2dt′
))
.

Let us estimate
∫ t

0
‖∇hwn(t′)‖2

L2dt′. By definition of w, we have

∂twn − ν∆hwn + Pn(un · ∇wn) + Pn(un · ∇un,F ) = −∇pn

divwn = 0
wn|t=0 = (Id−PN0)u0.

Using the divergence free condition, we get by energy estimate that

ν

∫ t

0
‖∇hw(t′)‖2

L2dt′ ≤ ‖(Id−PN0)u0‖2
L2 − 2

∫ t

0
〈un(t′) · ∇uN0,F , wn(t′)〉dt′.

Let us notice that, using Lemma 2.1.1,

|〈un(t′) · ∇uN0,F , wn(t′)〉| ≤ ‖∇uN0,F (t′)‖L∞(R3)‖un(t)‖L2‖wn(t)‖L2

≤ C‖u0‖2
L2‖∇uN0,F (t′)‖L∞(R3)

≤ CN
5
2
0 ‖u0‖3

L2 .

Thus, for any n,

ν

∫ t

0
‖∇hwn(t′)‖2

L2dt′ ≤ ‖(Id−PN0)u0‖2
L2 + tN

5
2
0 ‖u0‖3

L2 .

We infer that

‖∂3un(t)‖2
L2 + ν

∫ t

0
‖∇h∂3un(t′)‖2

L2dt′

≤ ‖∂3u0‖2
L2

(
1 +

C

ν3
‖∂3u0‖2

L2

(
tN2

0 ‖u0‖2
L2 +

1
ν
‖(Id−PN0)u0‖2

L2 +
1
ν
tN

5
2
0 ‖u0‖3

L2

))
.

Choosing N0 and then T such that the above quantity is small enough ensures that, for
any t ≤ T , we have, for any n

‖∂3un(t)‖2
L2 + ν

∫ t

0
‖∇h∂3un(t′)‖2

L2dt′ ≤ 2‖∂3u0‖2
L2 . (4.6)

Classical compactness arguments allows to exibit a solution u of (ANSν) which belongs
to L∞([0, T ];H0,1) ∩ L2([0, T ];H1,1). To prove uniqueness, let us prove the following lemma.

Lemma 4.1.1 Let uj , j ∈ {1, 2} be two solutions of (ANSν) in the space

L∞([0, T ];H0,1) ∩ L2([0, T ];H1,1).

Then we have

‖u2(t)− u1(t)‖2
L2 + 2ν

∫ t

0
‖∇h(u2 − u1)(t′)‖2

L2dt′ ≤ ‖(u2 − u1)(0)‖2
L2 expMuj (t) with

Mu(t)
def=

C

ν3

∫ t

0
‖∂3∇hu(t′)‖L2‖∇u(t′)‖L2dt′.
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Remark As uj belongs to L∞([0, T ];H0,1) ∩ L2([0, T ];H1,1), we have

Muj (t) ≤
C

ν3
‖∂3∇huj‖L2

t (L2)

(
1√
2ν
‖uj(0)‖L2 + t

1
2 ‖∂3uj‖L∞

t (L2)

)
.

Proof of Lemma 4.1.1 Stating u21
def= u2 − u1, we get, by a L2 energy estimate

‖u21(t)‖2
L2 + 2ν

∫ t

0
‖∇hu21(t′)‖2

L2dt′ = −Ih(t)− Iv(t)

with

Ih(t) def=
∑

1≤k≤2
1≤`≤3

∫ t

0

∫
R3
uk

21(t
′)∂ku

`
1(t

′)u`
21(t

′)dt′dx and

Iv(t) def=
∑

1≤`≤3

∫ t

0

∫
R3
u3

21(t
′)∂3u

`
1(t

′)u`
21(t

′)dt′dx.

Corollary 4.1.2 applied with a = ∂ku
`
1, b = uk

21 and c = u`
21, implies that

Ih(t) ≤
∫ t

0
‖∂3∇huj(t′)‖

1
2

L2‖∇huj(t′)‖
1
2

L2‖∇hu21(t′)‖L2‖u21(t′)‖L2dt′

≤ ν

2

∫ t

0
|∇hu21(t′)‖2

L2dt′ +
C

ν

∫ t

0
‖∂3∇huj(t′)‖L2‖∇huj(t′)‖L2‖u21(t′)‖2

L2dt′.

Proposition 4.1.2 applied with a = u3
21, b = ∂3u

`
1 and c = u`

21 gives

Iv(t) ≤
∫ t

0
‖u3

21(t
′)‖L∞(Rx3 ;L2

h
)‖∂3∇huj(t′)‖

1
2

L2‖∂3uj(t′)‖
1
2

L2‖∇hu21(t′)‖
1
2

L2‖u21(t′)‖
1
2

L2dt
′.

The following property is important.

Lemma 4.1.2 Let v be a divergence free vector field. Then we have

‖v3‖L∞(Rx3 ;L2
h
) ≤

√
2‖∇hv‖

1
2

L2‖v‖
1
2

L2 .

Proof of Lemma 4.1.2 Let us write that

‖v3(·, x3)‖2
L2

h
= 2

∫ x3

−∞

(∫
R2
∂y3v

3(xh, y3)v3(xh, y3)dxh

)
dx3

= −2
∫ x3

−∞

(∫
R2

divh v
h(xh, y3)v3(xh, y3)dxh

)
dx3.

The Cauchy Schwarz inequality allows to conclude this proof.

Let us go back to the proof of Lemma 4.1.1. Now, we have

Iv(t) ≤
∫ t

0
‖∇hu21(t′)‖L2‖u21(t′)‖L2‖∂3∇huj(t′)‖

1
2

L2‖∂3uj(t′)‖
1
2

L2dt
′

≤ ν

2

∫ t

0
‖∇hu21(t′)‖2

L2dt+
C

ν

∫ t

0
‖∂3∇huj(t′)‖L2‖∂3uj(t′)‖L2‖u21(t′)‖2

L2dt′.

The application of the Gronwall lemma concludes the proof.
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4.2 Anisotropic viscosity and scaling invariant spaces

This study requires a careful use of Littlewood-Paley theory in the vertical variable. Let us
consider the partition of unity on R given by Proposition 2.1.1 page 31. We take the same
notation in order to avoid heaviness. We have the following equivalent of Lemma 2.1.1 page 29.

Lemma 4.2.1 Let ‖ · ‖E be a semi-norm and B a ball and C a ring of R. A constant C exists
which satisfies the following properties.

For any positive λ, any 1 ≤ p ≤ q ≤ ∞, we have, for any function u, the Fourier transform
in the horizontal variable of which is supported in λB, we have

‖∂k
3a‖Lq(Rx3 ;E) ≤ Ck+1λ

k+ 1
p
− 1

q ‖a‖Lp(Rx3 ;E).

For any positive λ, for any function u, the Fourier transform in the horizontal variable of
which is supported in λC, we have

‖a‖Lp(Rx3 ;E) ≤ Ck+1λ−k‖∂k
3a‖Lp(Rx3 ;E).

The proof is the same has the one of Lemma 2.1.1 page 29 and thus omitted.

Lemma 4.2.2 Let C be a ring of R. A constant C exists such that for any divergence free
vector field the Fourier transform of which is supported in λC, we have

‖v3‖L∞(Rx3 ;E) ≤ Cλ−
1
2 ‖divh v

h‖L2(Rx3 ;E).

Proof of Lemma 4.2.2 Left as an exercice.

Let us define the space we are going to work with.

Definition 4.2.1 Let us define the following seminorms.

‖a‖Ḃ0,s
def=

∑
j∈Z

2js‖∆̇ju‖L2 ,

‖a‖
L̃p

T (Ḃ0,s)

def=
∑
j∈Z

2js‖∆̇ju‖Lp
T (L2) and

‖a‖T,s
def= ‖a‖

L̃∞
T (Ḃ0,s)

+
√

2ν‖∇ha‖L̃2
T (Ḃ0,s)

.

Let us define the following spaces inhomogenous spaces.

B0,s def= {u ∈ L2 / ‖a‖Ḃ0,s <∞} and

BT,s
def= {u ∈ L∞T (L2) / ‖a‖T,s <∞}.

Now we can state the main theorem of this chapter.

Theorem 4.2.1 Let u0 be in B0, 1
2 . Then a positive T exists such that a unique solution exists

in B0, 1
2

T . This solution is continuous with value in B0, 1
2 . Moreover, if ‖u0‖Ḃ0, 12

≤ cν with small

enough c, then T can be choosen equal to +∞.
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We shall not prove this theorem totally here. We refer to the work [47] of M. Paicu for
a complete proof of this theorem. We shall only prove a part of it, namely the following
theorem.

Theorem 4.2.2 A constant c exists such that, for u0 in Ḃ0,1, if ‖u0‖Ḃ0, 12
≤ cν, then the

solution given by Theorem 4.1.1 is global.

Proof of Theorem 4.2.2 Let us admit for the time being the following lemma.

Lemma 4.2.3 For any positive s, a constant C0 exists such that

∣∣∣∫ T

0
(∆̇j(u∇u)|∆̇ju)dt

∣∣∣ ≤ C0

ν
‖u‖T, 1

2
‖u‖2

T,sc
2
j2
−2js

where, as in all that follows in the chapter, (cj)j∈Z denotes a generic series of non negative
terms the sum of which is 1.

Then, let us consider the sequence (un)n∈N of solutions of (ANSν,n) and let us define

Tn
def= sup

{
t ≥ 0 / ‖un‖t, 1

2
≤ 4‖u0‖Ḃ0, 12

}
.

As un is a smooth function, it is easy to see that if ‖u0‖Ḃ0, 12
is less than cν, then, for any n, Tn

is positive. Applying Lemma 4.2.3 with s = 1/2 or s = 1, we get, by (localized in frequency)
energy estimate, that, for any T ≤ Tn,

22js‖∆̇jun‖2
L∞

T (L2) + 2ν22js‖∆̇j∇hun‖2
L2

T (L2) ≤ 22js‖∆̇ju0‖2
L2 + 4

C0

ν
‖u0‖Ḃ0, 12

‖un‖2
T,sc

2
j .

This inequality can be written

(
2js‖∆̇jun‖L∞

T (L2) +
√

2ν2js‖∆̇j∇hun‖L2
T (L2)

)2

≤ 2
(
‖u0‖Ḃ0,s +4

(C0‖u0‖Ḃ0, 12

ν

) 1
2 ‖un‖T,s

)2

c2j .

By definition of ‖u‖T,s semi norms, we deduce that for any T < Tn,

‖un‖T,s ≤
√

2‖u0‖Ḃ0,s + 2
√

2
(C0‖u0‖Ḃ0, 12

ν

) 1
2

‖un‖T,s.

Thus choosing ‖u0‖Ḃ0, 12
small enough will give, for s = 1/2 or s = 1,

∀t < Tn , ‖un‖T,s ≤ 2‖u0‖Ḃ0,s .

Applying this with s = 1/2 gives Tn = +∞ and then, for s = 1/2 or s = 1,

∀T ≥ 0 , ‖un‖T,s ≤ 2‖u0‖Ḃ0,s .

As obviously
‖∂3un‖2

L∞
T (L2) + 2ν‖∂3∇hun‖2

L2
T (L2) ≤ ‖un‖T,1,

Theorem 4.2.2 is proved, provided of course that we prove Lemma 4.2.3.
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Proof of Lemma 4.2.3 It relies on anisotropic paradifferential calculus. Moreover, we have
to distinguish betweeen horizontal and vertical derivates. This leads to introduce the following
notations.

I1,h
j,j′(T ) def=

2∑
k=1

∫ T

0

∫
R3

∆̇j(Ṡj′−1u
k∂k∆̇j′u)∆̇ju dxdt

I2,h
j,j′(T ) def=

2∑
k=1

∫ T

0

∫
R3

∆̇j(∆̇j′u
k∂kṠj′+2u)∆̇j udxdt

I1,v
j,j′(T ) def=

∫ T

0

∫
R3

∆̇j(Ṡj′−1u
3∂3∆̇j′u)∆̇ju dxdt

I2,v
j,j′(T ) def=

∫ T

0

∫
R3

∆̇j(∆̇j′u
3∂3Ṡj′+2u)∆̇ju dxdt.

Now we have

Ij(T ) def=
∫ T

0
(∆̇j(u · ∇u)|∆̇ju)dt

=
∑
j′

(
I1,h
j,j′(T ) + I2,h

j,j′(T ) + I1,v
j,j′(T ) + I2,v

j,j′(T )
)
.

As the terms I1,h
j,j′(T ) and I2,h

j,j′(T ) are analogous, we shall only prove estimates on I2,h
j,j′(T ).

Proposition 4.2.1 Let (s1, s2) ∈ R2 such that s1 > 0. A constant C exists such that, if

I2,h
j (a, b, c)(T ) def=

∑
j′

∫ T

0

∫
R3

∆̇j(∆̇j′a∂kṠj′+2b)∆̇jc dtdx,

then, we have

I2,h
j (a, b, c)(T ) ≤ C

ν
c2j2

−j(s1+s2)‖a‖T,s1‖b‖T, 1
2
‖c‖T,s2 .

Proof of Proposition 4.2.1 Thanks to Proposition 4.1.2, we have

I2,h
j,j′(a, b, c)(T ) def=

∣∣∣∣∫ T

0

∫
R3

∆̇j(∆̇j′a∂kṠj′+2b)∆̇jc dtdx

∣∣∣∣
≤

∫ T

0
‖∇hṠj′+2b(t)‖L∞(Rx3 ;L2

h
)‖∇h∆̇j′a(t)‖

1
2

L2‖∆̇j′a(t)‖
1
2

L2

× ‖∇h∆̇jc(t)‖
1
2

L2‖∆̇jc(t)‖
1
2

L2 .

By definition of ‖ · ‖T,s, we have

I2,h
j,j′(a, b, c)(T ) ≤ c

1
2
j′c

1
2
j 2−

j
2
s1− j′

2
s2‖a‖

1
2
T,s1

‖c‖
1
2
T,s2

∫ T

0
‖∇hṠj′+2b(t)‖L∞(Rx3 ;L2

h
)

× ‖∇h∆̇j′a(t)‖
1
2

L2‖∇h∆̇jc(t)‖
1
2

L2dt.

We shall often use the following lemma which is a straightforward consequence of Lemma 4.2.1
and of the definition of the semi norm ‖ · ‖T,s.
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Lemma 4.2.4 A constant C exists such that, for any j

‖Ṡja‖L∞
T (L∞(Rx3 ;L2

h
)) +

√
ν‖Ṡj∇ha‖L2

T (L∞(Rx3 ;L2
h
)) ≤ C‖a‖T, 1

2
.

For any σ less than 1/2, a constant C exists such that

‖Ṡja‖L∞
T (L∞(Rx3 ;L2

h
)) +

√
ν‖Ṡj∇ha‖L2

T (L∞(Rx3 ;L2
h
)) ≤ C‖a‖T,σcj2j( 1

2
−σ)

where, as in this whole chapter, (cj)j∈Z denotes a non negative series the sum of which is 1.

Let us go back to the proof of Proposition 4.2.1. Using the above lemma, the Hölder
inequality, Lemma 4.2.4 and the definition of ‖ · ‖T,s, we get

I2,h
j,j′(a, b, c)(T ) ≤ c

1
2
j′c

1
2
j 2−

j′
2

s1− j
2
s2‖a‖

1
2
T,s1

‖c‖
1
2
T,s2

‖∇hṠj′+2b‖L2
T (L∞(Rx3 ;L2

h
))

× ‖∇h∆̇j′a(t)‖
1
2

L2
T (L2)

‖∇h∆̇jc(t)‖
1
2

L2
T (L2)

≤ C

ν
cj′cj2−j′s1−js2‖a‖T,s1‖b‖T, 1

2
‖c‖T,s2 .

Now let us observe that, as the support of the vertical Fourier transform of ∆̇j′a∂kṠj′+2b is
supported in a ball of type 2j′B, then

2j(s1+s2)I2,h
j (a, b, c)(T ) ≤

∑
j′>j−N0

2j(s1+s2)I2,h
j,j′(a, b, c)(T )

≤ C

ν
cj‖a‖T,s1‖b‖T, 1

2
‖c‖T,s2

∑
j′>j−N0

cj′2−(j′−j)s1 .

Proposition 4.2.1 is proved.

Along the same lines, we have the following proposition.

Proposition 4.2.2 Let (s1, s2) ∈ R2 such that s2 > 0. A constant C exists such that, if

I1,h
j (a, b, c)(T ) def=

∑
j′

∫ T

0

∫
R3

∆̇j(Ṡj′−1a∂k∆̇j′b)∆̇jc dtdx,

then, we have

I1,h
j (a, b, c)(T ) ≤ C

ν
c2j2

−j(s1+s2)‖a‖T, 1
2
‖b‖T,s1‖c‖T,s2 .

Now let us estimate the terms that involves vertical derivatives. We shall use the structure
of the non linear term. The main point is that whenever ∂3 shows up, so does u3.

Proposition 4.2.3 Let (s1, s2) ∈ R2 s1 > 0 is positive. A constant C exists such that, if w
is a divergence free vector field, then

I2,v
j (w, a, b)(T ) def=

∑
j′

∫ T

0

∫
R3

∆̇j(∆̇j′w
3∂3Ṡj′+2a)∆̇jb dtdx,

then, we have

I2,v
j (w, a, b)(T ) ≤ C

ν
c2j2

−j(s1+s2)‖w‖T,s1‖a‖T, 1
2
‖b‖T,s2 .
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Proof of Proposition 4.2.3 Applying Proposition 4.1.2 and then Lemma 4.2.2, we get

I2,v
j,j′(w, a, b)(T ) def=

∣∣∣∫ T

0

∫
R3

∆̇j(∆̇j′w
3∂3Ṡj′+2a)∆̇jb dtdx

∣∣∣
≤

∫ T

0
‖∆̇j′w

3‖L∞(Rx3 ;L2
h
)‖∂3∇hṠj′+2a(t)‖

1
2

L2‖∂3Ṡj′+2a(t)‖
1
2

L2

× ‖∇h∆̇jb(t)‖
1
2

L2‖∆̇jb(t)‖
1
2

L2dt

≤ 2−
j′
2

∫ T

0
‖∆̇j′∇hw‖L2‖∂3∇hṠj′+2a(t)‖

1
2

L2‖∂3Ṡj′+2a(t)‖
1
2

L2

× ‖∇h∆̇jb(t)‖
1
2

L2‖∆̇jb(t)‖
1
2

L2dt.

Using the Hölder inequality and then Lemma 4.2.4 and the definition of ‖ · ‖T,s, we get

I2,v
j,j′(w, a, b)(T ) ≤ c

1
2
j 2−

j
2
s2‖a‖

1
2

T, 1
2

‖b‖
1
2
T,s2

×
∫ T

0
‖∆̇j′∇hw‖L2‖∂3∇hṠj′+2a(t)‖

1
2

L2‖∇h∆̇jb(t)‖
1
2

L2dt

≤ C

ν
cjcj′2−j′s1−js2‖w‖T,s1‖a‖T, 1

2
‖b‖T,s2 .

Then we infer

I2,v
j (w, a, b)(T ) ≤ C

ν
cj2−j(s1+s2)‖w‖T,s1‖a‖T, 1

2
‖b‖T,s2

∑
j′≥j−N0

cj′2−(j′−j)s1 .

The proposition is proved.

Let us estimate the term I1,v. This term looks the worse because the vertical derivative
acts on the term where the vertical frequencies are high. Again, the particular structure of
the non linear term is demanded.

Proposition 4.2.4 Let s be a real number. Then a positive constant C exists such that, if w
is a divergence free vector field, then, if

I1,v
j (w, a)(T ) def=

∑
j′

∫ T

0

∫
R3

∆̇j(Ṡj′−1w
3∂3∆̇j′a)∆̇ja dtdx,

we have

I1,v
j (w, a)(T ) ≤ C

ν
c2j2

−2js‖w‖T, 1
2
‖a‖2

T,s.

Proof of Proposition 4.2.4 The following lemma will transform vertical derivative acting
on high vertical frequencies term into a sum of terms either of type I2,v

j (T ) or of terms which
contains horizontal derivatives.

Lemma 4.2.5 We have

I1,v
j (w, a)(T ) =

3∑
m=1

∫ T

0

∫
R3
Km

j (t)dtdx with

K1
j (t) def=

∑
j′

(Ṡj′−1 − Ṡj−1)w3(t)∂3∆j′∆ja(t)∆̇ja(t) ,

K2
j (t) def=

∑
j′

[∆̇j , Ṡj′−1w
3(t)]∂3∆̇j′a(t)∆̇ja(t) and

K3
j (t) def= −1

2
Ṡj−1 divhw

h(t)(∆̇ja(t))2.
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Proof of Lemma 4.2.5 Let us begin by writing the following computations.

B1,v
j (w, a)(t) def=

∑
j′

∆̇j

(
Ṡj′−1w

3(t)∂3∆̇j′a(t)
)

=
∑
j′

Ṡj′−1w
3(t)∂3∆̇j∆̇j′a(t) + [∆̇j , Ṡj′−1w

3(t)]∂3∆̇j′a(t)

=
∑
j′

(Ṡj′−1 − Ṡj−1)w3(t)∂3∆̇j∆̇j′a(t) +
∑
j′

Ṡj−1w
3(t)∂3∆̇j∆̇j′a(t)

+
∑
j′

[∆̇j , Ṡj′−1w
3(t)]∂3∆̇j′a(t)

= K1
j (t) +K2

j (t) + Ṡj−1w
3(t)∂3∆̇ja(t).

Thanks to the fact that ∂3w
3 = −divhw

h, an integration by part gives∫
R3
Ṡj−1w

3(t)∂3∆̇ja(t)∆̇ja(t)dx =
1
2

∫
R3
Ṡj−1 divhw

h(t)(∆̇ja(t))2dx.

This proves the lemma.

Let us go back to the proof of Proposition 4.2.4. Using Proposition 4.1.2 and then Lem-
ma 4.2.2, we get

K1
j (t) ≤ C2j

∑
j′′∈(j′−1,j−1)
|j′−j|≤N

‖∆̇j′′w
3(t)‖L∞(Rx3 ;L2

h
)‖∇h∆̇ja(t)‖L2‖∆̇ja(t)‖L2

≤
∑

|j′′−j|≤N

2
j′′
2 ‖∆̇j′′∇hw(t)‖L2‖∇h∆̇ja(t)‖L2‖∆̇ja(t)‖L2 .

Thus, by definition of ‖ · ‖T,s, we have∫ T

0
K1

j (t)dt ≤ C

ν
c2j2

−2js‖w‖T, 1
2
‖a‖2

T,s. (4.7)

Using Proposition 4.1.2 we get

K3
j (t) ≤ C‖Ṡj divhw

h(t)‖L∞(Rx3 ;L2
h
)‖∇h∆̇ja(t)‖L2‖∆̇ja(t)‖L2 .

Then applying Lemma 4.2.4, we get, by definition of ‖ · ‖T,s,∫ T

0
K3

j (t)dt ≤ C

ν
c2j2

−2js‖w‖T, 1
2
‖a‖2

T,s. (4.8)

In order to estimate K2
j (T ), we need a control on the commutator. As ∆̇j is a convolution

operator, the point is to describe the commutation between a convolution and a multiplication
in an anisotropic way.

Lemma 4.2.6 Let E, F and G three Banach spaces continuously included in S ′(R2) such
that

‖αβ‖G ≤ ‖α‖E‖β‖F .

A constant C exists such that, for any p ∈ [1,+∞], any lipschitz function α from Rx3 into E
any function β in Lp(Rx3 ;F ), we have

‖[∆̇j , α]β‖Lp(Rx3 ,G) ≤ C2−j‖∂3α‖L∞(Rx3 ;E)‖β‖Lp(Rx3 ;F ).
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Proof of Lemma 4.2.6 By definition of ∆̇j , we have(
[∆̇j , α]β

)
(xh, x3) = ∆̇j(αβ)(xh, x3)− α(xh, x3)∆̇jβ(xh, x3)

= 2j
∫
Rd
h(2j(x3 − y3))(α(xh, y3)− α(xh, x3))β(xh, y3)dy3.

As the function a is supposed to be lipschitzian with respect to the vertical variable x3, we
have

‖α(·, y3)− α(·, x3)‖E ≤ ‖∂3α‖L∞(Rx3 ;E)|y3 − x3|.

It turns out that

‖([∆̇j , α]β)(·, x3)‖G ≤ C2j
∫
Rd
|h(2j(x3 − y3))| ‖α(·, y3)− α(·, x3)‖E‖β(·, y3)‖Fdy3

≤ C2−j‖∂3α‖L∞(Rx3 ;E)2
j
∫
Rd
|h(2j(x3 − y3))| 2j |y3 − x3|‖β(·, y3)‖Fdy3.

Then Young inequality implies that

‖[∆̇j , α]β‖Lp(Rx3 ;G) ≤ C2−j‖∂3α‖L∞(Rx3 ;E)‖h(·)| · | ‖L1(R)‖b‖Lp(Rx3 ;F ).

This concludes the proof of the lemma.

Remark This lemma can be interpreted as a gain of one derivative by commutation between
the operator ∆̇j and the multiplication by a lipschitzian function.

Let us go back to the proof of Proposition 4.2.4. We have, using the Hölder inequalities

and Lemma 4.2.6 with E = L4
h, F = L2

h and G = L
4
3
h ,

K2
j,j′(t)

def=
∣∣∣∫

R3

(
[∆̇j , Ṡj′−1w

3(t)]∂3∆̇j′a(t)
)
(xh, x3)∆̇ja(t)(xh, x3)dxhdx3

∣∣∣
≤

∫
R

∥∥∥[∆̇j , Ṡj′−1w
3(t)]∂3∆̇j′a(t)(·, x3)

∥∥∥
L

4
3
h

‖∆̇ja(t, ·, x3)‖L4
h
dx3

≤ C2−j‖Ṡj′−1∂3w
3(t)‖L∞(Rx3 ;L2

h
)

∫
R
‖∂3∆̇j′a(t, ·, x3)‖L4

h
‖∆̇ja(t, ·, x3)‖L4

h
dx3

≤ C2−j‖Ṡj′−1 divhw
h(t)‖L∞(Rx3 ;L2

h
)

∫
R
‖∂3∆̇j′a(t, ·, x3)‖L4

h
‖∆̇ja(t, ·, x3)‖L4

h
dx3.

Sobolev embeddings, interpolation inequality together with Lemma 4.2.1 and Lemma 4.2.2
gives, by definition of ‖ · ‖T,s and thanks to Lemma 4.2.4,

∑
|j′−j|≤5

∫ T

0
K2

j,j′(t)dt = C
∑

|j′−j|≤5

2j′−j
∫ T

0
‖Ṡj′−1∇hw(t)‖L∞(Rx3 ;L2

h
)

∫
R
‖∇h∆̇j′a(t, ·, x3)‖

1
2

L2
h

× ‖∆̇j′a(t, ·, x3)‖
1
2

L2
h
‖∆̇j∇ha(t, ·, x3)‖

1
2

L2‖∆̇ja(t, ·, x3)‖
1
2

L2dx3dt

≤ C

ν
c2j2

−2js‖w‖T, 1
2
‖a‖2

T,s.

This concludes the proof of Proposition 4.2.4.

Propositions 4.2.1–4.2.4 implies Lemma 4.2.3. The proof of Theorem 4.2.2 is now complete.
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4.3 References and Remarks

The use of anisotropic Sobolev spaces is not recent in partial differential equations if we have in
mind boundary value problem (see for instance the book [33]). An anisotropic paradifferential
calculus has been built by M. Sablé-Tougeron in [50]. Anisotropic Sobolev spaces have been
introduced in the context of incompressible Navier-Stokes system by D. Iftimie in [34]. The
study of anisotropic incompressible Navier-Stokes system has been initiated in [13] and in [35].
The sharp scaling invariant result (Theorem 4.2.1) has been proved by M. Paicu in [47].
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[57] F. Vigneron, Spatial decay of the velocity field of an incompressible viscous field in Rd.
Preprint 2004–07 of CMLS, École polytechnique,
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